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SUMMARY
This report analyzea the impacts of the proposed Lake

Charplain Fish Hatchery on phosphorus concentrations in Hawkins

Bay and adjacent areas of the lake. A previous report prepared
by the Vermont Department of Water Resources focused on
evaluation of a shoreline discharge, but gave preliminary

indications that an offshore discharge would provide greater
initial dilution for the effluent and thereby reduce 1lcoccalized
impacta on phosphorus levels and algal growth. This report
expands upon the evaluation of the offshore discharge alternative
uaing a refined model which directly considers the effects of
wind-induced currents. The sensitivities of hatchery impacts to
discharge concentration, location, climatologic variations, and
key model parameters are evaluated.

The Vermont Department of Water Resources has suggested that
the impacts o©of the hatchery be limited to a S ppb increase in
ambient phosphorus concentration during the critical August and
September period, when mixing ;atea in Hawkins Bay are
relatively low and when climatologic conditions are conducive to
algal growth. It has been projected by the Vermont Department of
Fish‘and Wildlife that, undef conditions of full fish production,
the hatchery effluent will contain 182 ppb of phosphorus at a
flow rate of 11.5 million gallons/day during August and
September. Modeling results indicate that an offshore discharge
of this magnitude would cause less than Sppb increase in the mean
phosphorua concentration of the immediate discharge zone (acale

of 40 acres) and 1less than a 3 ppb increase in the mean
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concentration of Hawkins Bay (scale of 1850 acres east of
Thompson’s Point) wunder average flow and wind conditions for
August and September.

Because of flushing rate considerations, it is unlikely that
phosphorus increases in the immediate discharge zone (40 acres)
would be fully expressed in terms of proportionate increases in
algal densities and proportionate decreases in transparency.
Increases in aglal densities and reductions in transparency would
be more directly related to changes in bay-mean phosphorus
concentrations. The associated reductions in mean transparency
will be difficult to detect in the context of normal seasonal
variability observed in this region of Lake Champlain (2 to 8
meters).

Hydrodynamic model simulations indicate it may be feasible
to shorten the previously propbsed 3000 ft outfall while, at the
same time, reducing impacts on phosphorus concentrations within
the immediate discharge zone. However, additional field data
(current measurementsa) and analysis would be required to sasupport
this decision. The outfall desigh should include a multi-port
diffuser to maximize dilution rates in the immediate discharge
zone and thereby prevent the relatively cold, dense disacharge

from sinking into the bottom waters of the lake.



I. INTRODUCTION

The proposed Lake Champlain Fish Hatchery would disascharge
treated wastewater, associated with the production of fish, to
Lake Champlain. Phosphorus has been identified as the
constituent of greatest concern with regards to the water quality
of the lake (Smeltzer, 1985). “Preliminary water quality
modeling work (Smeltzer, 1984) indicated that the possibility
existed for the hatchery discharge to cause a eutrophication
problem in the lake, depending on the phosphorus concentration in
the discharge and the turbulent diffusion characteristics of the
lake” (Smeltzer, 1985, p- 1). The focus of the analysis of the
potential impact of this operation has been on the region of the
lake proximate to the discharge (Figure I-1). The studies to
date have shown "‘that the threshold level for significant impact
on the bay (Hawkins Bay) is an increase of 5 ppb in the ambient
levels of phosphorus in the bay" (Nov, 198%5). Such an increase
is expected to lead to a reduction in clarity (e.g. Secchi disc)
of approximately O0.5m (Nov, 1985). The increase of 5 ppb in total
phosphorus has been accepted here as a criterion for the hatchery
discharge. |

Smeltzer (1983%) utilized a trangsport model (S2D; Walker,
1985) to evaluate the potential environmental impact of various
phosphous levels in the hatchery effluent on the nearby region of
the lake <(e.g. Figure I-1). The mathematical model (Walker,
1985) is designed to simulate the transport and decay of water
quality components in a two-dimensional grid. Both advective and
diffusive transport can be accommodated by the model. However,

transport was described soley by diffusion in Smeltzer’s (1985)
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effort, as "it was anticipated that diffusive transport would
dominate over advection for the large spatial scale studied”
(p.44)>. Smeltzer’s (1985) analysis focused on evaluation of a
shoreline discharge, but gave preliminary indications that an
offshore discharge would provide greater inital dilution for the
effluent and thereby reduced localized impacts on phosphorus
levelas and algal growth. A subsequent report (UFI, 1985)
documented some benefits of a multi-port diffuser configuration
in enhancing dilution in the '""near field” of the hatchery
discharge.

The analysis presented herein expands upon the evaluation of
the offshore discharge alternative. The primary objectives are
to identify offshore discharge locations that will minimize
impact, and to determine the effluent phosphorua concentration
which is consistent with a maximum increase of S ppb in average
phosphorus concentration during the c¢ritical (Smeltzer, 1985)
August - September period. The analysia employs the same model
(Walker, 1985)>, spatial grid, and data bases employed by Smeltzer
(1985>. The modeling approach utilized here differs in that
independent estimates of advective transport in and around
Hawkins Bay, as driven by wind and through-flow from south to
north, are derived from a separate hydrodynamic modeling effort
and used in the calibration of, and asubsequent simulations with,
the two-dimensional transport model. Also presented in this
report are: 1) the estimated yearly 1loading of phoasphorus
anticipated from the hatchery from the perspective of the total

load presently received by the entire lake, and 2) additional



aspects of diffuser design and performance as it relates to the
imnpact of the hatchery. The order of the presentaton will
progress from the near field (diffuser considerations) to Hawkins
Bay and adjoining areas (advection and two-dimensional tranaport
modeling), and finally to lake-wide considerationa (phosphorus

budget).



II. DIFFUSER DESIGN AND PERFORMANCE

An earlier effort (UFI, 1985) deascribed the basic principles
and types of multiport diffusers, and presented preliminary
staged diffuser designs capable of meeting the 5 ppb criterion in
the near-field of the discharge with adequate ambient mixing.
The following material expands that analysis, and
addresses selected aspects of diffuser performance related to the
impact of the hatchery discharge.
A. "Tee® (Unidirectiocnal) Diffuser Designs

Four different "tee' diffuser designs are presented in Table
II-1, which represent alternatives to the previously presented
(UFI, 1985) sastaged diffuser deasigns. These are presented to
increase the existing range of design configurations considered
adequate to meet the mixing needa of the hatchery effluent in the
immediate area of the discharge (near-field). The designs are
estimated to be capable of achieving the desired near-field
dilution for a discharge concentration of 182 ppb. A wide range
of conservatiam is8 incorporated in the designsa. The '"tee"
diffuser designse of Table II-1 give approximately the same
dilutions as the four alternate staged diffuser designs presented
previously (UFI, 1985; Table 1).
B. Temperature and Bouyancy of Hatchery Discharge

Temperature (ie. density) differences will exist between the
hatchery diacharge and the epilimnion of the lake (Figure II-1
(UF1I, 1985)>); in particular, the hatchery discharge will be
substantially colder (ie. more dense) than the receiving water
during the months of July, August, and September. Thua, during

the later summer montha there will be a tendency for the



TABLE II-1 : PRELIMINARY UNIDIRECTIONAL OR *“TEE'" DIFFUSER

DESIGNS
""""""""""""""""""""" A 8 ¢ b
Total Pipe Length, ft. 2320 1040 660 520
QOutfall Pipe Dia., in. 24 24 24 24
Manifold Length, (Lo), ft. 520 240 160 120
Water Depth (H), ft. 26 12 8 6
No. of Ports (N> 13 12 8 6
Port Diameter, in. 3 3 3 3
Bottom Slope (6>, ft./ft. .02 .01 .01 .01
Near-Field Dilution (S) 103 S0 40 35
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diacharge to plunge (ie. underflow), if it 4is not rapidly
diluted.

The tendency to creste stratified flow conditions in the
immediate vicinity of the discharge, for the “"no-diffuser"™ case,
can be evalusted using the densimetric Froude number Fd, which
describes the relative importance of inertial and bouyant forces.

Fd ia defined asa

__App gh
= ——— ¢ -1
Fd 3 IT-1
where: Ap = density difference between the discharge and

receiving water,

p = reference'(receiving water) density,
g = acceleration due to gravity,

h = length of scale, and

u = velocity scale.

Generally, if Fd>1 then buoyant forces predominate over inertial

(flow?> forces, and stratified flow conditions may occur. For a
-1
30 inch outfall pipe discharging at 17.8 cfs (ie. u = 3.63 ft s »
-3
Ap

h = 2.5 £t), and 7; = 1.4X10 (for the worst case (August, see
Figure 1II-1>, 7.3 °c temperature difference)>, Fd would equal
approximately 0O.1. Thus it is unlikely that stratified flow (eg.
plunging) would occur in the immediate vicinity of the diacharge
at this flow rate,. Some mixing with ambient waters would
therefore occur even without a diffuser. However, plunging would
probably occur downstream of the discharge, as the velocity would
likely be reduced more quickly than p (see eguation II-1),

The tendency to create stratified conditons (ie. plunging)

in a diffuser plume can be evaluated by an expression developed
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by Jirka (19882). A diffuser plume will remain unstratified (ie.

no plunging) if

M
(o]
75 g 0.52 (II-2)

Py *
2
where: M = u B
u = diffuser discharge velocity
2
g =1 D
4 2
D = port diameter
1 = port spacing
p = u Bg’
, = Ap
g D 8
H = depth of water, ft.

Use of alternative D of the preliminary staged diffuser designs

-1

(UFI, 1985; Table 1; ie. u = 7.18 ft s , D = 0.25 ft., 1 = 20

Ap -2 -1
ft., 7; = 1.4%x10 , B = 0.98 ft., H = 20 ft., Mo = 50.5 ft s ,
p = 1.‘1:1)-:10-2 ft 8 ) would assure that plunging would not occur,

M
as —9 = 43.3 > 0.52.

2/3

Po“/"H

The dramatic reduction in temperature differences between
the diascharge and the receiving (epilimnetic) waters that would
be achieved in the near field for design D of +the staged
diffuser, particularly during the late summer months, is shown in
Figure II-2. The maximum temperature difference would be 0.24 C,
during the month of August. Other benefits of a diffuser
configuration on the hatchery discharge, besides the elimination
of the tendency for the effluent to plunge, include : 1) dilution

of the discharge in a small area, 2) momentum away from shore and



0T

AT (°C)

20
1.0

-1.01

-2.01

~-4.04

T LA T Ll T T T L
10 20 0 20 0 20 10 20

FEB

Y Y T T T Y
10 20 10 20 10 20

NOV

T T
0 20

JAN

Expected temperature differences between the hatchery discharge and
Hawkins Bay (AT = harchery temp. - Hawkins Bay temp.; Richardson, 1985)
with stage diffuser.

Figure II-2.

0 20

DEC




toward the main lake , and 3) minimization of areaa of high
concentration (i.e. size of mixing zone) of discharged materials.
C. Contours of Phosphorus for Staged Diffuser Performance

Predictions of the phosphorus concentrationufield around a
staged diffuser <(alternate D; UFI,1985),for the idealized
condition of quiescence, were made using theory presented by
Jirka (1982). Discharge conditions of 17.8 cfs and a phoaphorus
concentration of 175 ppb were used. Ambient water (i.e.
background phosphorus concentration?)? was assumed to be available
for dilution. The predicted phosphorus concentration field |is
presented as increases above the ambient, in Figure II-3. The
maximum predicted increase in concentration is 8.5 ppb, 1located
at a point approximately 100 ft. out from the end of the
diffuser. The areas over which selected integer increases in the
concentration of total phosphorus would be exceeded for this case
(as per Figure II-3) are presented in Table II-2. Under these
ideal conditions a rather limited portion of the bay would be
expected to experience increases of more than 4 ppb under these
conditona.

Under turbulent ambient mixing conditions the impact of the
diffuser in modifying the flow field of the bay will be 1limited
to the near field (within approximately 100 ft of the ataged
diffuser manifold). The frequency of occurrence of quiescent
conditiong (i.e. greater impact on the flow field of the bay)
cannot be determined without additonal field data. A diffuser
will provide substantial initial dilution. However, natural
transport processes must be relied upon to disperse and further

dilute the hatchery wastewater in the bay and adjoining lake.

11
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Subsequent chapters addresa the extent to which adequate ambient
mixing exists in the Hawkins Bay area to achieve s8apecified

dilution goals.

14



III. MODELING OF CIRCULATION IN AND AROUND HAWKINS BAY

A. Background

There are generally two components of pollutant transport in
a natural watef body, namely advective and diffusive transport.
Advective tranaport may be defined as that due to the average,
large-scale motion of the water body, while diffusive transport
ia brought about by small-scale turbulent fluctuations from the
average conditions. The previous transport modeling efforts for
the hatchery discharge essentially *“lumped' the cumulative
effects of advective and diffusive trensport into a diffusive
type process. In the present work, the individual effects of
diffusion and advection are assessed. The time averaged, large-
scale motion of water in Hawkins Bay due to wind and south-to-
north lake through-flow were assessed using a mathematical model.
The flow fields produced by the model were then used in the
transport model, allowing a more realistic description of the
individual effects of advection and diffusion.

The following sections provide a brief overview of the
theory upon which the circulation model is based, ita application
to the Hawkins Bay area, and some of‘the salient resulta. A more
detgiled review of the circulation model and its applicetion in
this study is given in the Appendices.

ﬁ. Overview of Model Theory

As in many mathematical models of fluid flow, the analysis
of currents in Hawkinas Bay and adjacent areas of Lake Champlain
is based on the equations for conservation of mass and momentum.
In arriving at the apecific equations used, two major simplifying

assumptiona were made. First, it was assumed that the wind

15



conditions during the critical summer months could be reprgsented
by an average wind speed, wind direction, and lake through-flow.
Thus, a steady-state formulation was used. Second, it was
asasumed <(and supported by field data) that Lake Champlain is
thermally sastratified during the portions of the year of interest
in the transport analysis. Thus, the major wind-driven currents
will be resastricted to a relatively shallow surface layer, and the
vertical component of lake currenta will be relatively amall.
With these simplifications, the governing equations are in a form
in which they can be solved by a variety of methods. Because the
equations must be solved over the irregularly shaped geometry of
the bay and lake, the egquations are particularly well suited to
solution by the finite-element method.
C. Methodology

The area of the lake to be modeled (Figure 1III-1) was
broken up into a number of polygons, in this case triangles
(Figure 1III-2>. The triangles themselveas are the finite
elements, and the points at which the sides of the triangles
intersect are termed nodes. The finite element mesh (Figure III-
2) consisted of 197 nodea and 328 elements. The finer mesh in
the Hawkins Bay region is necessary due to the sharper velocity
gradientas in this region. The water depth at each node muat be
specified; in the present case a maximum water depth equal to the
depth of the thermocline (10 m) was used. If the water depth at a
node is less than the maximum, the actual depth was used. The

finite element model (FEM) computes the current speed and

direction at each node. These properties vary continuously over

16
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depth from the water surface to the lake bottom or thermocline.
Of dgreatest importance for use in the transport model is the
depth-averaged current speed and direction at each node.

A number of boundary conditions must be specified as a part
of the solﬁtion. First, the currents at the lake bottom or at
the thermocline are set equal to zero. This condition is applied
through the specification of the shear stress imparted by the
moving water on the lake bottom or thermocline. The shear stress
imparted by the wind, at the water surface, is a function of its
speed and direction; this, of course, 1ig the driving force for
wind-driven circulation. At the outer boundary of the lake area
encompassed by the elements, the flow conditionas must be
specified. For those portions of this boundary coinciding with
the lakeshore (see Figure III-2), is is agssumed there is no flow
crossing the boundary. The effects of tributaries flowing into
the 1lake on its currents are thus neglected; a good assumption
except during high runoff events. The flow corresponding to the
average south-to-north hydrologic through-flow of was specified
at the portions of the boundary'crosqing the open lake.

Ten different combinations of conditions were investigated
using the circulation model. These cases are listed in Table
ITII-1. Cases 1 thfough 6 fepresant conditionsg with no lgke-
through-flow, the same wind speed of 1 meter per second, and
various wind directions. These conditions were analyzed to
investigate the effect of various wind directions (only> on
predicted currenta. The wind conditions in Cases 7 and 9 are the

average wind conditions that existed during the August- September

19



TABLE III-1

Conditione Analyzed with Circulation

- > - - v W e m A e e m e = e e e e e e ER A n T e M e e G e G mm T 4 M e e e e M e e e e e e s e e e e -

Case Wind Direction Wind Speed Lake Through-Flow
degrees m/s mn3/s

P 122 1o o
2 75 1.0 o

3 15 1.0 o

4 330 1.0 o

S 285 1.0 o]

6 105 1.0 o

7 122 1.78 o

8 75 2.0 0]

S 122 1.78 37

10 75 2.0 45

Wind from: West: direction
North: direction
East: direction
South: direction

wenowow
N
N
o]

- - - = . T e G B e e em R S e e e e ST R SN e G e AR M G e G M ML G e G M B G e e s e T R S e R A e e = e

20



1984 period of water quality monitoring on Hawkins Bay. These
wind conditions were obtained by examining the Burlington Airport
data for that period. Case 7 neglected lake through-flow while
Case 9 included the estimated average through-flow for this two-
month period. Cases 8 and 10 utilize the "“prevailing wind" as
determined from measurements at St. Albans Bay on Lake Champlain.
Case 8 considered no lake through-flow while Case 10 included the
estimated long-term average through-flow during August and
September. Case 9 was designed to generate a flow field to be
used 1in the transport model during its calibration for the
August- September 1984 period. The flow fields for Case 10 were
used in the transport model when projections of the concentration
field resulting from the hatchery discharge were made.

The through-flow was computed using data from the U.S.
Geoclogical Survey Water-Data Reporta. To obtain the estimates of
the through-flow the Otter Creek gage at Middlebury was used.
The drainage area above the Middlebury gage is 1626 km2. The
total drainage area into Lake Champlain below Thompson’s point is
6257 km2. Assuming a uniform drainage for all areas, the flows
at the Middlebury gage are mulﬁiplied by (6257/1626) to
approximate the anticipated through-flow. Flowas for Little Otter
Creek and Lewis Creek are orders of magnitude lower than the
computed through-flow and can be neglected. Average monﬁhly
flows for June, July, August, and September for the years 1964 to
1984 were evaluated. For the 1984 field study period of August-
September the average flow was approximately 37 ma/s. For the

prevailing wind load case the mean value of the flowse for the

August-September interval for the years 1964-1984 were used. I£f
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3
all years are used the mean flow is 52 m /s. Since through-flow

during this period is benificial to the transport of phosphorus
out of Hawkins Bay, a more conservative estimate of the flow can
be computed by excluding the unusually high run-off events of
August-September 1976. Excluding 1976 data, the through-flow for
the period August - September is computed to be 45 m3/s. This
flow was used with the prevailing wind load.

The current velocities obtained from the finite element
analysis provide a point wise description of the flow field. The
transport model used for this discharge study however was basged
on a cell model. The cell model required the saspecification of
the flow on each face of a rectangular cell. The velocities
obtained from the finite element analysis were integrated along
cell boundaries to obtain the net inflow and outflow along each
face. Figure III-3 1illustrates the orientation of the
rectangular grid mesh over the finite element mesh. Six regions
were defined with cellas numbered aas shown in Figure 1III-3.
Figure 1III-4 shows the region 1 circulation pattern and the
vertically integrated flows on the cell faces from an example
model run. These flows were then integrated along each cell face

3

to obtain the net inflow and outflow in units of m /sec.

The inflow and outflow values for all cells is contained in

the Appendices. The cases included are:
1> FLOWSWN Prevailing wind without through-flow
2) FLOWSEN Aug.-Sept. 1984 wind without through-flow
3) FLOWSWNF Prevailing wind with through-flow
4) FLOWSENF Aug.-Sept. 1984 wind with through-flow

A balance of flows waa generally well achieved, but some

imbalance exiasts in the cells near the shoreline. This can be

22
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attributed to numerical modeling approximationa. The fact that
continuity is satisfied exactly on a point wise basgsis does not
enforce a satiafaction of continuity on a cell wise Dbasis.
These flows were balanced and then used in the tranaport cell
model.
D. General Regults

The general structures of the wind-induced (vertically
averaged) currents generated by the six different wind directions
(unit stress load) are presented in Figures III-S through III-10.
Current velocities for saspecified wind conditions (including
speed) can be estimated from the unit load simulations. Two
important featureas of current patterns in and around Hawkins Bay
emerge from these analyses that apparently are prevalent, as they
were observed over the range of wind directions analyzed. A gyre
is predicted to occurr in Hawkins Bay, ie. an area of low current
surrounded by a region of higher, rotating velocies. Greater
dilution of the hatchery discharge can be achieved by positioning

it in a region of higher velocity and away from the center of

such gyres (eg. larger arrowe in Figures III-S5S through Figure
III-10). The second important festure is the prediction of
outflow from the bay area, northeast of the gyre. Even for the

north wind the flowas are tangent to the Hawkins Bay boundary, and

gradually sweep out into the main lake.
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Figure III-5. Circulation Pattern for Wind Load Case | .
SE Bearing.
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Figure 11I-7. Circulation Pattern for Wind Load Case 3.
W Bearing.
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Figure I1I1I-8. Circulation Pattern for Wind Load Cuase § .
NW Bearing.
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Circulation Pattern for Wind Loud Case 5.

Figure I1I-9.

N Bearing.
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Circulation Pattern for Wind Load Case 6 .

S Bearing.

Figure II1-10.:
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Iv. MODEL PROJECTIONS OF THE IMPACT OF THE HATCHERY ON
CONCENTRATIONS IN HAWKINS BAY

A. Introduction
Thie report analyzes the impacts of the proposed Lake

Champlain Fish Hatchery on phosphorus concentrations in Hawkins
Bay and adjacent areas of the lake. A previous report
(Smeltzer,1985)> focused on evaluation of a shoreline discharge,
but gave preliminary indications that an offshore discharge would
provide greater initial dilution for the effluent and thereby
reduce localized impacts on phosphorus levels and algal growth.
The following analysis expands upon the evaluation of the
offshore discharge alternative. The objective is to asseas the
sensitivity of hatchery impacts to discharge concentration and
location and thus to provide bases for management decisions
regarding effluent limitationa and outfall design.
B. Methodology

The analysis employse the same basic methodology, spatial
grid, and data bases employed by Smelter (1985). Calculations
are performed using S2D, a mathematical model designed for
simulating the transport and decay of water quality components in
a two-dimensional grid (Walker,1985). The model is refined by
developing estimates of horizontal dispersion (mixing) rates
which are appropriate for describing the region where the
proposed offshore hatchery discharge will be located. Estimates
of advective transport in and around Hawking Bay, as driven
primarily by wind, are derived from an independent hydrodynamic

modeling effort (Laible,1986) and used 1in the calibration

procedure. Advective transport attributed to the net south-to-
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north flow of Lake Champlain is also considered.

As desascribed in detail below, the analysis involves the
following ateps:

(1> define grid:;

(2) calculate average measured phosphorus concentration in each
grid cell using August-September 1984 field data;

(3) determine boundary conditions (tributary flows and loadings)
appropriate for August-September 1984 period;

(4) based upon hydrodynamic model simulations, estimate
advective transport terms;

(5) calibrate the model by adjusting the dispersion coefficient
to maximize agreement between observed and predicted
phosphorus concentrations in each grid cell;

(6) using the calibrated value of the dispersion coefficient,
run the model for alternative hatchery effluent
concentrations and discharge locations to quantify impacts
under average and critical (low mixing rate) conditions.

Application of the hydrodynamic model to estimate
advective transport rates in Hawkins Bay ie limited by the lack
of site-specific current measurements. The model has been
developed, tested, and applied extenaively in other regions of

Lake Champlain (Laible, 1986). Previouas applications provide a

reagonable a-priori basis for estimating the required

coefficients. The validity of the generated current patternsa is
supported by the fact that they yield reasonable predictions of
the phosphorus distribution in Hawkins Bay when used in the
subsequent modeling step (S2D). To reflect limitations in field

hydrodynamic data and to evaluate sensitivity to modeling

33



assumptions, the impact analysis (apecifically, Steps (3) to (6)
above) 1is repeated for two cases which employ different methods
for estimating horizontal transport:
Case 1: uniform dispersion coefficient without advection
Case 2: uniform dispersion coefficient with advective terms
estimated from independent hydrodynamic model.

Both cases consider the net south-to-north flows in Lake
Champlain, as driven by the lake’s southern watershed. Case 1
represents a more empirical approach which requires less data to
implement but which is 1less complete because it does not
represent important mechanisms directly (e.g., wind-induced
currents) and assumes that transport rates are uniform in all
directions. Case 2 is a more mechanistic representation of bay
hydrodynamics which requires more data and judgment to implement.
Based upon its theoretical appeal and upon comparisons of
observed and predicted phosphorus and dye distributions for
consiatent sgsets of coefficients (see below), Case 2 is
considered to be a better technical basis for evaluating hatchery
impacts.
C. 1Input Conditions

The grid employed by Smeltzer (1985) is reproduced in Figure
Iv-1. Figure IV-2 illustrates the same area using the S2D model
output format, which is also used to present modeling results
below. Each cell is 400 meters on a side and has an area of 16
hectares or 40 acres. Based upon review of temperature profile

data a mean mixed-layer depth of 10 meters is representative of

August-September conditions. Accordingly, a maximum cell depth
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Figure 1V-1 )
Vicinity Map and Cell Grid
(Smeltzer,1985)
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Figure IV-2
Cell Grid in S2D Model Output Format
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of 10 metera is uaed for simulation purposes. Thia differa from
the 13-meter depth assumed by Smeltzer (1985).

The model is calibrated below to predict average
phosphorus concentrations measured during August and September of
1984, as reported by Smeltzer (1985). Cell-mean concentrations
based upon 765 measurements taken on 7 dates are displayed in
Figure IV-3. The spatial profile indicates phosphorus
concentrations in the range of 20-40 ppb near the mouths of
Little Otter and Lewis Creeks, 13-16 ppb in the open waters of
Hawkinas Bay, and 10-13 ppb in the open lake. The gradient from
the creek mouths to open lake waters reflects the transport and
decay of phosphorus loadings from the creeks during the study
period.

Elevated concentrations (50-60 ppb) in the southwestern
portion of the grid reflect loadings from Otter Creek. The lack
of adequate data for estimating flows and phosphorus 1loadings
from Otter Creek precludes consideration of the southwestern
portion of the grid in the hatchery impact analysis. This region
ia sufficiently remote (approximapely 4 kilometers)> from the
hatchery diacharge 1location that its exclusion is unlikely to
influence the impact simulations. The following analysis
considers only the area to the east of column 4 and to the north
of row 12, as shown in Figure 1IV-4. Average reasured
concentrations in column 4 and row 1 are used to define boundary
conditions (fixed concentration) for the simulationa. The model
area includes a total of 97 cells (1,552 hectares or 3,880
acres), as compared with 47 cells (752 hectares or 1,880 acres)

east of column 8 considered by Smeltzer (1985) in simulating the
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Figure IV-3
Cell-Mean Phosphorus Concentrations - August-September 1984
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impacts of a shoreline hatchery discharge.

Estimates of average circulation patterns under two wind
conditions have been developed by Laible (1986) using a finite-
element simulation model (FEM). These indicate that counter-
clockwise circulation patterna are established within Hawkins Bay
under southeast and southwest winds. With some manipulation,
output from the FEM can provide estimates of net advective
transport rates for use in the hatchery discharge simulations.
The FEM velocity fields have been numerically integrated to
develop net flux estimates across each cell interface. Minor
adjustments in these estimates have been made 1in order to
preserve a water balance in each cell. The adjustment procedure
involves marching from the northeastern to the southwestern
corner of the grid while partitioning the water-balance error
equally between the western and southern boundaries of each cell.
The water balance on the northern edge of the FEM aimulation area
between Thompaon’s Point and Split Rock Point (Row 4, Columnse S
to 7)) is preserved by passing flows northward, to represent the
net south-to-north flow determined by the water balance of Lake
Champlain. Since the FEM simulation area does not consider the
open lake north of Row 4, flows leaving Row 4 are routed to
boundary cells in Row 1. These are balanced by inflows entefing
the southwestern corner of the grid. Because of imperfections in
the overlaying of the FEM mesh and S2D grid and inaccuracies in
numerical integration of the FEM output, the south-to-north
through-flows calculated using the above procedure amount to 61%

and 67% of those specified for the FEM simulations (37 m3/sec for
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August-September 1984 and 45 m3/sec for mean August-September
conditions, respectively). These represent conservative
estimates of dilution capacity which are desirable for simulating
hatchery impacts.

Results of the advective transport mapping are summarized
in Tables IV-1 and IV-2 for southeast and southwest wind regimes,
respectively. For each wind condition, transport is expressed in
terms of a *“Northflow Matrix™ and an "Eastflow Matrix". The
Northflow Matrix contains flows from each cell to its northern
neighbor (row i to row i~1l); negative values indicate reversed
flows (from row i-1 to row 1i). The Eastflow Matrix contains
flows from each cell to its eastern neighbor (column j to column
J+1); negative values indicate reversed flow (from column 3+1 to
column 3>. The flow matrices contain advective circulation
patterns which reflect FEM output and which satisfy water-balance
constraints.

As discussed by Laible (1986), the circulation patterns
for a southeast wind (Table IV-1) reflect average wind and flow
conditiona during the Auguat-September 1984 monitoring period.
Circulation patterns for the southweat wind (Table IV-2) reflect
prevailing winds and mean flows for the same season, based upon
énalysis of historical wind‘velocity recorde at St. Albans Bay
and regional streamflow data. Values from Table IV-1 are used in
calibrating the S2D model to predict measured phosphorus
concentrations in Hawkins Bay (Figure IV-3). Values from Table
Iv-2 (prevailing wind) are used to simulate hatchery effluent
impacts under average, August-September conditions. The FEM

circulation patterns reflect net flows only and do not reflect
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Table IV-1

Advective Flows - Southeast Wind

Northflow Matrix

Row

3

10
11

12

Eastflow Matrix

Row

10
11

12

4

4

5
36
101
156
271

614

5

839
696
496
353
320
349
437
657

614

5

=216
=122
3
130
245

491

572
173

852
693
324
141
85
80
95
351

173

~303

=585

=305
=53
124
260
746

394

Flows in 1000 m3/day

280
582

-1084
=505
-113

268
256
1178

Column
8 9 10 11

=556

-2952

=322 -1139 -2164 -76
=579 -1379 -862 1114
=558 -1494 =302 1944
=214 =491 48* 1164

652 597 -580 156

Column
8 9 10 11

-556
~2396
-1406 -2546 -4710 -1834
~762 -1002 300 1491
-93 -208 352 1182

613 1616 1967 1187
1121 2209 1582*% 573
526 -71 509 353

* Hatchery Discharge

L2

12

=220
751
2325
2398
2113
926

353

12
-775
-1426
-260
1563

898

13

775
1400
1786

865

13

127
643
32

14

801
675
32

14



Northflow Matrix

Row

3

4

10
11

12

Eastflow Matrix

Row

3

w

\'.

10
11

12

4

4

12

127

343
850

5

1005
885
664
479
374
313
462
814
850

1056
901
485

191

-21

53
547
412

350
1189
752

Flows in 1000 m3/day

-248
-208
752

Table IV-2
Advective Flows - Southwest Wind

-1248
-1151
-696
31
1047

2078

Column
9 10 11
-18
-1197
36 =912 -1112
=596 -994 705
-1229 =360 2201
-867 -555* 1846
-2 =270 1238
Column
9 10 11
-18
-1180

-1212 -2124 -2039

-1783 -1865 -48

-1330
332
1912

2081

k3

-696 801
137 -218
2197* 1589

2350 1112

12

-244
-206
1256
2235
2483
2701

1112

12
-262
-1141
=577
932
1048

13

262
710
1225

933

13

-693
-62
640
115

* Hatchery Discharge Cell

14

693
755

115
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bidirectional exchangea between cells, w«hich are treated as
diffusion processes by the S2D model.

Input conditions and calibration results for each case
are summarized in Table 1IV-3. Tributary flows, tributary
concentrations, and phosphorus decay rates are identical to those
assumed by Smeltzer (1985). An atmospheric phosphorus 1loading
rate of .055 mg/m2-day (20 mg/m2-year) has been assumed for all
cases. When this value is applied to the total area of Hawkins
Bay, the total atmospheric loading amounts to 13% of the loading
contributed by local tributaries (Little Otter, Lewis, Thorp, and
Kimball). Thus, results are insensitive to the assumed
atmospheric loading rate.

Calibration of the model involves adjustment of the
dispersion coefficient to maximize agreement between the observed
and simulated spatial distribution of phosphorus for each case.
Cells within the bay east of Thompson’s Point (east of and
including Column 8) have been used for calibration purposes.
Shallow areas in the southeastern corner of the bay typically
contain aquatic weeds during  August and September
(Smaltzer,1985). Because these areas are expected to have lower
rixing rates and are irrelevant for evaluating offshore hatchery
discharge locations, they have been excluded from the calibration
proceas. While both the hydrodynamic model and mass-balance
model could be approximately adjusted to account for the weed
beds, such adjustmentas are not warranted, considering the
objectives of the analysisa.

For each case, the model has been run using several
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Table IV-3
Input Conditions and Parameter Estimates

Simulation Grid: As shown in Figure &4

Boundary Cells: Column 4, Rows 2 to 12
Row 1, Columns 2 to 10
Row 12, Column 5
Fixed at Mean Measured Concentrations in Figure 3

Tributary Loadings for August-September 1984 (Smeltzer,1985):
Levis and Litter Otger Creeks (entering Column 12, Row 10)
Flow = 49,000 m”°/day, P Conc. = 61 ppb
Thorp and Kimball (entering Column 14, Row &)
Flow = 2,000 m3/day, P Conc. = 61 ppb

Atmospheric P Loading = .055 mg/mz-day = 20 mg/mz-yr

Phosphorus Decay Rate = .001 day"1
Dye Effective Settling Velocity = .091 m/day
Dye Loading Rate = 87 grams/day in Colummn 11, Row 11

Case 1: Uniform Dispersion Field
South to North Advectivs Flow in Main Lake (Col 6):
Calibration - 37 m”/sec (Au§uat-8ept 1984)
Hatchery Simulations - 45 m_/sec (August-Sept Mean)
- 22 m3/sec (August-Sept Low-Flow)

Case 2: Uniform Dispersion Field
Advective Transport Based Upon Hydrodynamic Model Simulations
Calibration - Table 1 (August-Sept 1984)
Hatchery Simulations - Table 2 (August-Sept Mean)
- Table 2 x .48 (August-Sept Low-Flow)

Calibration Results:
Dispersion Coef. Mean-Squared-Error (ppb2)*

(w?/day) Phosphorus Dye
Cagse 1 - Minimum Error for P 80,000 77 .00117
Case 1 - Used in Simulations 70,000 v 79 .00137
Case 2 - Minimum Error for P 40,000 72 .00070
Case 2 - Used in Simulations 20,000 ‘ .80 00072

* Mean (Predicted Conc - Observed Conc)?
Calculated for Cells in Hawkins/Town Farm Bay (East of Colummn 7),
Excluding Shallow Weedy Areas in Southeast Corner of Grid (Col/Row =
12/09,12/10, 11/11), n = 47
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values of the dispersion coefficient (ranging from 1,000 to
1,000,000 m2/day> and output has been compared with measured
concentrations for August- September 1984. The degree of fit is
measured by the mean sguared error for 47 grid cells (Predicted P
- Observed P2)>. Lower values for this statistic indicate better
agreement between observed and predicted concentrations. Mean
squared error is plotted against the dispersion coefficient for
each case in Figure IV-5. For Case 1, a clearly defined error
minimum is apparent for dispersion coefficients in the range of
70,000 to 80,000 m2/day. The lower end of this range has been
selected for use in hatchery simulations. Because wind-induced
mixing apparently accounts for a major portion of the circulation
within Hawkins Bay, the mean squared error for Case 2 is
generally less senaitive to the dispersion coefficient. While
thé minimum error occurs at a dispersion coefficient of 40,000
m2/day, a conservative value of 20,000 m2/day has been selected
for use in hatchery simulations.

The spatial distributions of sgsimulated phosphorus
concentrations, measured concent;ations, and errors are
illustrated for Cases 1 and 2 in Figures 1IV-6 and, 1IV-7,
respectively, using the calibrated dispersion coefficients
discussed above. Plotted values are truncated integers (i.e., a
plot symbol of 1" means that the corresponding value is greater
than or equal to 1.0 ppb and less than 2.0 ppb). In both cases,
the model wunder-predictas phosphorua concentrations in the
southeastern portions of the Dbay, where weed beds inhibit
lakeward transport of phosphorus entering from tributary creeks

and where eddy scales arelikely to be smaller. Agreement between
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Figure IV-6
Measured and Predicted Phosphorus Concentratzons for Case 1
Dispersion Coefficient = 70,000 m?/day
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Figure IV-7

Measured and Predicted Phosphorus Concentrations for Case 2

Dispersion Coefficient = 20,000
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observed and predicted concentrations is generally within 2 ppb
for cells in the calibration region eaast of Thompson’s Point.
For Case 2, under-estimation Qf phosphorug concentrations in the
northwestern portion of the grid by 1 to 2 ppb reflects that fact
that the hydrodynamic model used to estimate advective transport
does not extend north of Thompson’s Point (Row 4), with the
result that mixing rates are under-estimated in this region.

Field studies conducted by the Vermont Department of
Water Resourcea (Smeltzer,1983) included an experimental dye
release at the near-shore diacharge location (Column 11, Row 11>.
The intent of the experiment was to provide an independent basis
for estimating dispersion rates. Because the dye release rate
was apparently too 1low in relation to the dispersion and/or
effective decay rates, the measured concentrations in the bay
were too 1low to provide a primary basis for calibrating the
model. The measurements do provide, however, sasome independent
basia for comparing the performances of Cases 1 and 2 using
dispersion coefficients calibrated for predicting phosphorus.
The decay rate used for die (effective settling velocity of .091
n/day, Table 3) is based upon field incubation experiments
(Smeltzer,1985) and primarily reflects a photochemical decay
mechanism. This likely represents a lower limit to the effective
decay rate because adsorption onto suspended sedimentas and/or
lake bottom sediments is also expected to account for dye
removal.

Figures 8 and 9 compare observed and predicted dye

distributions for Cases 1 and 2, using the dispersion
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Figure IV-8
Measured and Predicted Dye Concentrations for Case 1
Dispersion Coefficient = 70,000 mzlday
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Figure IV-9
Measured and Predicted Dye Concentrations for Case 2
Dispersion Coefficient = 20,000 m?/day
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coefficients calibrated for predicting phosphorus. In both
cagses, dye concentrations in the northern portions of Hawkins Bay
are over-predicted by .01 to .03 ppb. This may reflect higher
dispersion rates and/or higher decay rates than those assumed in
the simulations. The performance of Case 2 in the vicinity of
the proposed offshore discharge is considerably better than that
of Case 1, however. In the 9 cells surrounding the discharge
location (Column 10, Row 9), Case 1 consistently over-predicts
dye concentrations by .02 to .06 ppb, whereas Case 2 errors are
centered around 0.0 and in a range of -.02 to +.02 ppb. For

cells inside Hawkins Bay, mean squared errors are .00137 and

Calibration results and theoretical considerations suggest that
Case 2 simulations provide a more reliable basis for evaluating
hatchery impacts.
D. Model Applications

The effects of an offshore hatchery discharge have been
evaluated by running the model over a range of effluent
phosphorus levels using the dispersion coefficient calibrated for
each case. The hatchery discharge of 42,000 m3/day (11 mgd) .is
located in Column 10, Row 9, as gshown in Figure IV-4. Impacts
have been evaluated under two sets of conditions. “Mean flow"
conditions correspond to prevailing winds and mean diacharge
conditions for Lake Champlain during August and September. "Low
flow" conditions reflect average dilution potential and mixing
rates which would be exceeded nine years out of ten during August
and September. Based upon analysis of historical flow data fron

the Otter Creek gauge, the 10-year-frequency low flow is 48.3% of
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the mean flow for August and September. Twenty years of wind
speed data from Burlington Airport indicate <that the minimum
monthly-mean wind load (based upon the square of the monthly-mean
wind speed) is 77% of the mean load for August and 48% of the
mean load for September. Advective transport terms under 1low-
flow conditions have been estimated at 48% of their respective
values under mean-flow conditions. Since there is no basis for a
similar adjustment of dispersive transport terms, they have been
held fixed. The resulting simulations are intended to provide
approximate indications of 'worst case" hatchery impacts which
might be experienced one year out of ten under unfavorable wind
and flow conditions.

Simulation results for a range of effluent phosphorus
levels (SO to 200 ppb) are shown in Figure IV~10 (Case 1) and
Figure 1IV-11 (Case 2. Each figure presents results for mean-
flow and low-flow conditions. Since Case 1 simulations are not
very sensitive to advective transgport terms, mean- and low-flow
impacts are similar. Because advective terms dominate for Case
2, impacte are roughly doubled undgr low-flow as compared with
mean-flow conditions. The counter-clockwise circulation pattern
within Hawkins Bay predicted by the hydrodynamic model causes the
hatchery plume to0 be skewed towards the northeast for Case 2,
whereas the plume spreads roughly equally in all directions for
Case 1.

At higher effluent phosphorus concentrations, 1-3 ppb
increases in open lake waters north of Thompson’s Point are
indicated for Case 2. These increases reflect under-estimation

of transport rates in this region because the hydrodynamic model
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Figure IV-10
Impacts of Alternative Discharge Concentrations - Case 1

Caee 1: Mean Flow Conditions Case 1 : Low Flow Coaditions
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Figure IV-11

Impacts of Alternative Discharge Concentrations - Case 2

Case 2: Mean Flow Conditioms
Simulated P Coucentrstions (ppb) without Hatchery
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does not extend north of Thompson’s Point. It is unlikely that
such increases would occur. Expansion of the hydrodynamic model
region would be required in order to correct thie inadequacy 1in
the Caese 2 simulations.

Figures 1IV-12 and 1IV-13 illustrate sensitivities to
discharge location for a fixed effluent concentration of 150 ppb
under mean flow conditions. Because the transport models are
linear, impacts for other discharge concentrations can be
calculated by assuming that they are proportional to the effluent
concentration minus the background concentration of 15 ppb (i.e.,
if the increase in a given cell is S ppb at a hatchery effluent
concentration of 150 ppb, then the increase for a 100 ppb
effluent would be 9 x (100-15)/(150~15) or 5.7 ppb). For both
cases, there is a major qualitative difference between offshore
locations and the shoreline digcharge location (Col 11, Row 11)
evaluated by Smeltzer (1985). For both cases, an increase of 30
ppb ie indicated for the shoreline discharge, ve. a range of 2 to
10 ppb for other locations. Since both cases under-predict
phosphorus concentrations at the shoreline discharge aite
(Figures 1IV-6 and IV-7), the differences between the shoreline
and offshore dilution potentiale are likely to be greater than
those indicated by the simulations. The simulations suggest that
moving the discharge location offshore vastly reduces impacts on
phosphorus concentrations in the discharge cell.

Because of the counter-clockwise circulation patterna 1in
the bay, Case 2 simulations indicate that moving the offshore

discharge point (originally set at Column 10, Row 9) further out
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Simulated P Comcentrations (ppb) without Hatchery

Figure ‘IV-12
Impacts of Alternative Discharge Locations - Case 1
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Figure IV-13
Impacts of Alternative Discharge Locations - Case 2

Simulated P Concentrations (ppb) without Hatchery Increases for Discharge of 150 ppb at ®
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into the bay (Col 10, Row 8) would increase the localized impact
from 3 to & ppb. Conversely, moving the discharge south (to
Column 10, Row 10) would reduce the maximum impact from 3 to 2
ppb. Cage 1 simulations indicate, however, that moving the
offshore discharge south would increase the maximum impact from 7
and 9 ppb. The differences between Cases 1 and 2 with respect to
the effects of moving the discharge cell reflect fundamental
differences in the transport matrices. As discussed above, the
Case 2 simulations are considered to be more realistic, but
current velocity measurements in the discharge region would
further help to distinguish between the two sets of simulations
and to optimize outfall placement. Such measurements seem
justifiable, given the considerable cost savings which would
result from moving the offshore discharge cell to the south.
Given its depth (8 meters), remoteness from weed beds, proximity
to the hatchery, and the simulation results for Case 2, Column 10
Row 10 should be seriously considered as an alternative offshore
discharge location.

Calculated water balances on.the hatchery discharge cell
are summarized in Table IV-4 for each case under mean flow
conditiona. Transport to and from the cell amounts to between 63
and 78 timeas the maximum hatchery discharge rate. The hydraulic
residence time in the cell (volume/total ocutflow) is on the order
of .5 to .6 days. Because of kinetic considerations, it |{is
unlikely that algal populatione would respond to 1localized
increases in phosphorus over such a limited time scale. The
reason for this is that algal cells would be flushed out of the

region faster than they could respond to the localized increase
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Water Balances

Table IV-4

for Hatchery Offshore Discharge Cell

~———— Cage 2 -—-
Variable Units Case 1 1984 Mean
Rffluent Flow w3 /day 42000 42000 42000
Dispersion Coef n?/day 70000 20000 20000
Exchange Flows m3/day
East 595000 170000 170000
North 700000 200000 200000
West 700000 200000 200000
South 630000 180000 180000
Total 2625000 750000 750000
Advective Outflows m3/day
To RBast 0 1582000 2197000
To South 0 580000 270000
To North 0 48000 0
Total 0 2210000 2467000
Advective Inflows m3/day
From North 0 0 555000
From West 0 2210000 1912000
Total 0 2210000 2467000
Total Inflow m3/day 2667000 3001000 3259000
Cell Volume n3 1600000 1600000 1600000
Dilution Ratio - 63.5 71.5 77.6
Residence Time days .61 54 .50

Water Balance for Discharge Cell - Column 10, Row 9
Total Inflow = Exchange + Advective Inflow + Hatchery
Dilution Ratio = Total Inflow / Hatchery Discharge
Residence Time = Cell Volume / Total Inflow
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in concentration. Generally, hydraulic residence times on the
order of 1 to 2 weeks are required for algal populations to
“"equilibrate™ with available nutrient 1levels in impoundments
(Walker,1985b) . Because of residence time considerations, it
seems unlikely a phosphorus increase in the offshore discharge
cell would result in a proportionate increase in algal density
and reduction in transparency under average conditions, unless
equivalent phosphorus increases were experienced in adjacent
cells.

Table IV-5 presents water and mass balances for the
entire bay east of Thompson’s Point under mean flow conditions.
For demonstration purposes, a hatchery effluent concentration of
150 ppb is assumed. Results for other assumed concentrations can
be readily calculated. In constructing the phosphorus balances,
an average concentration of 14 ppb is assumed for waters entering
the bay from the open lake (Column 7). Based upon simulation
reasults, this approximation is probably accurate to within 1 ppb
for the cases considered. For these conditions, the hatchery
discharge would amount to 9 to 12 percent of the total phosphorus
loading to the bay. This provides a rough indication of the
potential hatchery impacts when a spatial scale of this magnitude
(7.5 km2) is considered. Computed hydraulic residence times (12
to 18 days) seem sufficient to permit algal responsea to
increases in bay-mean phosphorus concentrations caused by the
hatchery discharge. Based upon residence time considerations,
the bay scale seems to be more realistic than the single grid

cell as a basis for evaluating the impactas of the hatchery
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Table IV-5
Water and Mass Balances for Hawkins Bay

Case 2
Variable Units Case 1 Mean 1984
Bay Area m? 7520000 7520000 7520000
Bay Volume m> 54144000 54144000 54144000
Dispersion Coefficient ml/day 70000 20000 20000
Atmospheric P Load ng/m?-day 0.055 0.055 0.055
P Decay Rate day~1 0.001 0.001 0.001
Inflows m3/day
Tributaries 51000 51000 51000
Hatchery 42000 42000 42000
Advective Inflow 0 2539000 1702000
Dispersive Inflow 4200000 1200000 1200000
Total From Main Lake 4200000 3739000 2902000
Total Bay Inflow 4293000 3832000 2995000
Inflow Concentrations ppb
Tributaries 61 61 61
Hatchery 150 150 150
Main Lake 14 14 14
Inflow Loads mg/day
Tributaries 3111000 3111000 3111000
Hatchery 6300000 6300000 6300000
From Main Lake 58800000 52346000 40628000
Atmospheric 413600 413600 413600
Total Inflow Load 68624600 62170600 50452600
Bay Inflow Concentration ppb 16,0 16.2 16.8
Hydraulic Residence Time days 12.6 14.1 18.1
P Retention Coefficient 0.012 0.014 0.018
P Residence Time days 12.5 13.9 17.8
Outflow Loads mng/day _
Sedimentation 854724 866197 895893
To Main Lake 67769876 61304403 49556707
Total Outflow Load 68624600 62170600 50452600

Calculations for Hawkins Bay, East of and Including Column 8
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discharge on algal density and transparency.

The mass balances in Table IV-5 indicate that flushing
rate and transport from the open lake waters are major factors
controlling phosphorus concentrations in the bay. The estimated
sedimentation of phosphorus within the bay is negligible in
relation to that removed by flushing. Phosphorus residence times
(12 to 18 days) are similar to hydraulic residence times and
provide rough indications of the time scales required for the bay
concentrations to respond to changes in loading regime. Since
generally 2 to 3 residence times are required for equilibration,
an averaging period of 1 to 2 monthg appears reasonable for
evaluating discharge impacts on average bay conditions.

By computing average concentrations in the bay for each
case and hatchery discharge concentration, a relationship between
hatchery impacts on phosphorus concentrations in the offshore
discharge cell and impacts on bay-mean phosphorus concentration
has been developed. This relationship indicates that bay-mean
impactas average 60% of the discharge cell impacts (range 55 to
62x for the various cases and discha;ge concentrations considered
in Figures IV-10 and IV-11). Impact is defined as the increase
in phosphorus concentration caused by a given hatchery discharge
concentration. A concentration of 15 ppb adequately
characterizes existing conditions during August and September for
both @&patial scales. These relationships, combined with the
phosphorus/transparency model described by Smeltzer (1985)
(1/Secchi = .0093 P + .058) can be used to express model
predictions in terms of phosphorus and transparency levels for

various discharge concentrations and over both spatial scales.
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Results are displayed in Figure IV-14 for impacts on the
offshore discharge cell and in Figure IV-15 for impacts on bay-
mean conditions. The plote indicate likely ranges of hatchery
impacts for the various cases and flow conditions evaluated. As
discussed above, it seems unlikely that effects on algal growth
and transparency would be fully expressed within the discharge
cell because of residence time considerations. Monitoring data
from Lake Champlain (Bryant,1980) indicate seasonal transparency
variations between 2 and 8 meters at Thompsons Point. In the
context of these normal seasonal variations, reductions in mean
transparency over the ranges shown in Figure 1IV-15 would be
difficult to detect via casual observation or via intensive
monitoring.

The Vermont Department of Water Resources has suggested
that the impacts of the hatchgry be limited to a 5 ppb increase
in ambient phosphorus concentration during the critical August
and September period, when mixing rates in Hawkins Bay are
relatively low and when climatologic conditions are conducive to
algal growth. It has beeg projected by the Vermont Department of
Fish and Wildlife that, under conditions of full fish production,
the hatchery effluent will contain 182 ppb of phosphorus at a
flow rate of 11.5 m=million gallons/day during August ‘and
September. Figure 1IV-16 illustrates the projected impacts of
this diescharge on phosphorus concentrations in the bay under
average flows and prevailing winds. These impacts are based upon
Case 2 simulationa, which are judged to be the most reliable for

reasons discussed above. Regsults of sensitivity analyses for
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Figure IV-15

Impacts on Mean Phosphorus and Transparency in Hawkins Bay
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Figure IV-16
Mean Impacts of Hatchery at Full Production
Effluent P = 182 ppb, Mean Flow Conditions, Case 2
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alternative flow conditions, model parameters, and outfall
locationa are summarized in Table IV-6.

Simulations indicate that an offshore 182 ppb discharge
would causgse a 4.7 ppb increase in the mean phosphorus
concentration of the immediate discharge zone and a 2.6 ppb
increase in the mean concentration of Hawkins Bay under average
flow and wind conditiqns for August and September. Corresponding
increases under critical periods of low flow and low wind speeds
occurring at a ten-year frequency are estimated to be 8.3 ppb for
the immediate discharge zone and 4.9 ppb for the bay. While the
increase may exceed 5 ppb within the discharge cell during
periods of low wind and/or flow, it is unlikely that the bay-mean
increase (considered a better indicator of potential biological
and aesthetic impacts) would exceed 5 ppb more fregquently than
once every ten yeara.

Table IV-6 indicates that simulations of the 182 ppb
discharge are relatively insensitive to the assumed dispersion
coefficient over a relatively wide range of 1000 to 40,000
m2/day. Thua, Case 2 projectionsa do pot depend strongly upon the
calibration process, but are controlled primarily by the
estimates of wind-induced currents derived from the independent
hydrodynamic model. Moving the offshore discharge south (to
Column 10, Row 10) reduces the mean impact in the discharge cell
from 4.7 to 3.5 ppb. As discussed above, additional field
studies and analysis are recommended to support optimization of
the offshore discharge location, given economic and water quality

impact considerations.
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Table i{v-6
Sensitivity Analysis of Hatchery Impacts for
Discharge Concentration of 182 ppb

Increase in Phosphorus (ppb)
Condition Discharge Cell Bay Mean

Case 2 Simulations - Including Wind Mixing

Mean Flow * 4.7 2.6
10-Year Low Flow 8.3 4.9
Dispersion = 1000 m?/day 5.4 2.6
Dispersion = 40,000 wl/day 4.1 2.5
Discharge at Col 10, Row 10 3.5 2.7
Southeast Wind (Aug/Sep 1984) 4.7 3.7

cﬁse 1 Simulations - Excluding Wind Mixing
Mean Flow 9.9 5.9

10-Year Low Flow 10.2 6.3

* Base Conditions for Hatchery Impact Evaluations
Case 2 Simulations
Discharge at Column 10, Row 9
Mean Flows
Prevailing Southwest Winds for August/September
Dispersion Coef. = 20,000 mZ/day

Bay Mean = Area East of and Including Column 8
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1)

2>

(3

(4)

Concluasions

A hydrodynamic model has been linked with a mass-balance
model to predict the impacts of an offshore hatchery
discharge on phoaphorus concentrations in and around Hawkins
Bay. Direct consideration of wind-induced currents improves
the validity of the model as a tool for evaluating the
offshore discharge. The sensitivities of the projected
impacts to discharge location, discharge concentration, and
key modeling assumptions have been evaluated.

As compared with the shoreline discharge location evaluated
previously by the Vermont Department of Water Resources, an
offshore discharge would provide considerably greater
dilution potential and reduce the local impacts of a given
effluent concentration.

There is considersasble latitude in the selecting a specific
location for the offshore discharge. Additional field data
(current ‘measurementa) ‘would be required to support model
refinements and evaluation of specific offshore locations.
Such measurements seem justified, given outfall economics.
Based upon hydrodynamic model simulations, it may be
feagible to shorten the previousasly proposed 3000-ft outfall
while, at the same time, reducing local impacts.

Because of the limited residence time in the discharge cell
(.5 to .6 days), it is unlikely that localized increases in
phosphorus concentration would be fully expressed in terms
of proportionate increases in mean algal concentrations and
reductions in mean transparency within the discharge cell.

Expressed in terma of increases in phoaphorus concentration
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S

relative to existing conditions (averaging 15 ppb), hatchery
impacta on average concentrations in the entire bay east of
Thompson’s Point (7.5 km2) would be roughly 60% of the
impacts on the offshore discharge cell (.16 km2). The
mean hydraulic residence time of the bay is on the order of
12 to 18 days and is sufficient to permit algal responses to
changes in nutrient concentrations.

At full fish production, an offshore hatchery discharge of
11.5 mgd and 182 ppb would cause less than 5 ppb increase in
the phosphorua concentration in the immediate discharge zone
and less than a 3 ppb increase in the bay-mean phosphorus
concentration under average August and September conditions.
Corresponding increases under critical periods of low flows
and low wind speeds experienced at a ten-year fregquency

would be less than 9 and S ppb, respectively.
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V. PHOSPHORUS LOADING TO LAKE CHAMPLAIN

e e o — —_———— — — —r—— o —— o~ —— — i ————

Phosphorus has a critical and controlling influence on plant

productivity (i.e. trophic state) in Lake Champlain (USEPA, 1974:

Henson and Gruendling, 1977). Phosphorus loading from external
sources has been found to be a good predictor of plant
productivity for many lakes. Phosphorus sources are of two

types, point, @and nonpoint, or diffuse, sources. The principle
focus of this study has been the potential near shore impact of
the anticipated phosphorus load in the vincinity of the proposed
hatchery discharge. In this section the annual phosphorus
loading anticipated from the hatchery is considered from the
perspective of the total load presently received by the entire
lake.

A number of efforts have been made to estimate the annual
loading of total phosphorus to Lake Champlain (e.g. Bogden, 1978;
Henson and Gruendling, 1977). The estimates of Bogden (1978) are
the most recent:; these are utilized here to place into
perspective the phosphorus loading anticipated from the hatchery.
Major features of Bogden’s (1978) estimates are presented in
Table V-1, along with preliminary estimates of the annual
discharge of phosphorus anticipated from the hatchery.

The point source discharges include municipal and industrial
wastewaters. Some minor reductions in point source loading may
have been achieved in the interim (i.e. since the work of Bogden
(1978)), associated with the upgrading of sewage treatment
plants. The range presented for nonpoint sources reflects the
application of four different methods to estimate this form of

loading. All the methods are believed to underestimate the
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TABLE V-1

Estimates of Annual Phosphorus Loadings to Lake Champlain in 1978
(Bogden, 1978), and Eatimates of Annual Phoaphorus Loading from

Proposed Hatchery.

—— s — —————— —— —— — — T o 2P G o o St o T T S — . e o — o — ——— o A —_— o — " T " W o e o . o o e T St o

Loading Type Load (kg/yy)
Point Sources
Lake Champlain Proper 38,800
Lake Champlain Tributaries 268,000
Point Sources Sub-total 306,800
Non-peoint Sourceg» 274,000 to 418,000

Grand Total

Minimum 536,000

Mean 636,000

Maximumnm 804, 300
Hatchery

Start-up ' 1179

Full capacity 2104

- - —— . ———— — — —— —— . - - " — " f— — i f— — - i S —— — o — T — . —— . " —— —— - ——— — —— " —" _— ———— t——— ——— —

» range of estimates resulting from aspplication of four different
nethods.
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= P . .
Direct Point Source Discharges

Tributaries Point Source
Discharges

Non-point Source
Discharges

2104 kg
Hatchery Discharge =

(0.3%)

FiguurejplLake Champlain Annual Phosphorus Loadings.
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nonpoint-asource 1load +to Lake Champlain (Bogden, 1978). The
various total loadings presented (minimum,mean, and maximum)
reflect the incorporation of various non-point estimates; the
point source loading component was the same in each of the three
cases. The "minimum™ estimate incorporated the minimum non-point
value:; the "mean’ incorporated the average of the four different
non-point estimative techniques; the “maximum™ wutilized the
higheat of the four non-point estimates. The "maximum’ loading
rate may underestimate the true loading rate to Lake Champlain
(Bogden, 1978) because of the sampling regime utilized to develop
phosphorus loading information from the tributaries.

The two different phosphorus loads presented for the
proposed fish hatchery reflect full capacity and start-up levels
(60%) of fish production, and nearly proportional utilization of
phosphorus containing fish food. The development of these
eatimatea of phosphorus loading associated with different levels
of fish production has been fully documented elsewhere (Wiggins,
1985>.

At full-scale production the estimated increased phosphorus
load to the lake would be approximately 0.30 percent. The
relative contribution of the hatchery locad to the total load is

illuatrated in Figure V-1.
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1.0 Introduction

The transport of a pollutant in a natural body of water is generally governed by two
processes; 1) diffusive mixing and 2) advection. Previous modeling efforts for the Lake
Champlain fishery discharge have been based on a bulk diffusion coefficient that accounts
for both of these processes. An alternative approach that more clearly distinguishes the
role of each process can be taken, provided some assessment of the advective term can be
estimated. In the study region , the advective component is primarily the result of the
wind driven currents of the bay-lake system. There is also a general flow of the Lake
towards the northern outlet. Lake seiche and internal waves also play a role in the tran-
sport process. In the absence of actual flow measurements in the field, an accurate quan-
titative assessment of the advective terms of the transport equation is difficult. Numerical
modeling however, can provide reasonable bounds on the expected currents. The major
objective of this portion of the study is therefore to assess the currents in the discharge
region using numerical modeling. The results will subsequently be used in an analysis of
transport with an offshore discharge and a recalibration of the diffusive mixing coefficient
for use in predictive transport analyses.

This report primarily addresses; 1) the basis of the numerical model, 2) the selection
of variable input parameters and 3) the resulting current patterns and their
variability. Since the objective of this study is principally oriented towards the
assessment the current field, the methodology will only be described in so far as is neces-
sary to convey the essential assumptions and the applicability of the model to this pro-
ject. The reader primarily interested in items 2 and 3 may begin with section 3.1 .

2.0 Theoretical Basis of the Hydrodynamic Model

The currents in a shallow bay or lake can be modeled by a reduced form of the gen-
eral Navier Stokes equations of hydrodynamics. The most important assumption in the
reduced model for lakes is that the currents are primarily horizontal in nature. The verti-
cal pressure distribution is therefore hydrostatic. Furthermore, because the long term
effect of the currents on pollution transport is of major concern, a steady state solution
provides the most useful information. The equations that govern the current field distri-

bution account for the conservation of mass and momentum. Under the aforementioned

assumptions these equations are, after Pinder and Gray [1977]:

du  dv  dw _
dz * ay * az =0 (2.1)
2
o= L3P 0% (2.2)
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+fu=——1—§£+£,, 9%v (2'3)
p 9y 322
0=%§+pg (2.4)
where:

z and y= east and north coordinate (true) m

z= vertical coordinate m

u and v= east-and north velocities m/s

w= vertical velocity m/s

f= Coriolis parameter s1

P= pressure kg/m —s2

€, = vertical eddy viscosity m?/s

g = gravity m/s?

Equation 2.1 expresses the conservation of mass of an incompressible fluid. Equa-
tions 2.2 and 2.3 express the conservation of momentum in the horizontal plane, while
equation 2.4 is a statement of the hydrostatic condition in the vertical direction. These
equations still reflect the vertical distribution of the flow. This dependence may be
removed by integrating (2.1)-(2.4) over the vertical coordinate and applying the kinematic
and stress conditions on the surface and bottom of the body of water. In this model a

$ wind stress condition is used on the surface and a stress-velocity constitutive relation at

-

the bottom is assumed. The resulting equations are, after Cheng and Tung [1970]:

dz dy
_fV;—_Hgig.+1." “Toz (26)
dz
- +fU= —Hg%%r,, — Ty (2.7)
where:
{= change in surface elevation m
H= total depth - m
U and V= x and y flux per unit width m?/s
Tez.ey x and y surface wind stress m?/s?
Ths, by x and y bottom stress m?/s?

The surface wind stresses are related to the wind velocity by:
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* pa pa .
Tz =Cy — W2Co0s0 Ty = Cp —— W2Sin0 (2.8)
Pw w
where:

C, = wind shear coefficient nd.
Pw= density water kg/m3
Pa= density air kg/m3
W = wind velocity at z=+10m m/s
6 = wind direction degrees

The bottom stress term has been dealt with in two ways. The simpler approach is to
assume that the bottom stress is linearly proportional to the vertically averaged flow, that
is:

- V
O VA 29)

where y = bottom friction parameter m/s

The second approach assumes that the bottom shear stress is proportional to the
velocity near the bottom at the edge of the boundary layer, that is:

Toz =V Toy =YW (2'10)
where u, and v, are the x and y bottom velocities.

So far the formulation has been based on either the total flux or a depth averaged
velocity. To develop an expression for the bottom velocity the initial momentum equa-
tions (2.2-2.3) must be solved for » and v as a function of z. Liggett [1969] derived this
relation for zero bottom velocity. Cheng [1977| developed the solution for the condition
indicated by equation (2.10). The solution for the velocities as a function of depth starts

" with equations 2.2 and 2.3 rearranged as below:

%u al |
. = 1
eazz +fv i (2 1)
azv - 3 ﬂ_
€ a2 fu . (2.12)

These equations may be combined into one differential equation using complex notation.
The result is:
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2
W rw=¢.Q (2.13)
822
with boundary conditions
dW
= 2.14
o). o
' ["a”’] —_ (2.15)
zZ I
where:
i=V-—1
W=u+iv )\2=—Lt
€V
¢ =42 v .
¢ g, ¢ e,
d J
=—=+
@ az ay1
Tee™ Tz h’_" Tb£=‘Ys(ub +vbi)
€|) €V

Equation (2.13) is now to be solved for W subject to boundarty conditions (2.14) and
(2.15). The sum of the homogeneous and particular solution is

G :
W=ASinkAz +BCoahhz—Q—}:f- (2.16)

. Applyfng the boundary conditions, 4 and B are evaluated and substituted into equation

(2.16) to finally give:

W= 'r):, {Sinhhz+Coah Az ACoshA\h+vySinh\h }

yCosh Nk +\Sinh Ah

QG Y
+ —
Nz | YCoshnh +ASimhng CohAZ 1 (2.17)

Substitution of z=-4 into equation 2.17 will give the velocities at the bottom, now in



terms of 7,. and @. The form of the bottom velocity is:
W, =7, [a+biJ+Q[c+di)=u,,+u,,i (2.18)

as required for equations (2.10) and finally (2.6-2.7).

Equations (2.5)-(2.7) represent a closed system of three equations in the three unknowns U
, V and . .

Although a direct solution of these primitive equations can be accomplished by
numerical techniques, a more computationally efficient procedure can be achieved by
introduction of a stream function, ¥(z,y)

y=¥ y=-3¥ (2.19)
dy dz

Substitution of (2.19) into (2.5)-(2.7) and elimination of the terms —g—i— and —2—3 by cross

differentiation results in a sigle equation in terms of the unknown stream function ¥

2 (a4

dz

IV
dz

coldme _otw | Lot omy
dy Jaz daz Iy

+ {iQT.; - ﬂ'l'ly }+ {Q'Q'T - a_D_Tu: }-_—0 (220)
y z y

9 (4 3¥, 9B W 9BV
dy a9y Jdy dz dz Jy

)+

where for 7, proportional to ¥ and v :

- Y p_fHi o_gH  p_o e
A FIB F ’ C F ’ D O,F (Hg)

and for 7, proportional to v, and v, :

__3fd p_ [(Hg+ye)
A=-"F  B=1T0

(1=2a)(Hy +ye)=dy??

c= F



b (Hg+ve)+yd(1-aL)

F

¥

D:

F=(Hg+vyc)?+(yd)?

Once the solution of this equation for ¥ is accomplished, (2.19) may be used to deter-
mine the flux values U and V. With U and V determined throughout the domain, (2.6)
and (2.7) may be used to compute the gradients of the surface elevation , thus defining @
for use in equation 2.17 to determine the velocities as a function of depth z . A second
solution, using equations (2.6) and (2.7), is then done to determine {. The computation of
{ is not necessary for transport analysis but does help in assessing the variable parameters
of the model to be addressed in section 4.

3.0 Finite Element and Boundary Element Numerical Model

For irregular shaped domains the only feasible means of solution of the aforemen-
tioned equations is by numerical approximations. The two stage solution discussed in the
previous section is accomplished by using the finite element method to solve ¥ and subse-
quently U and V. The boundary element method is then used to solve for ¢{. Buth of
these methods transform the continuous differential equations into sets of algebraic equa-
tions that can be solved on a digital computer. An in depth description of the numerical
techniques employed are beyond the scope of this report but can be found in detail in Lai-
ble [1985]. Suffice it to say that the Galerkin finite element method using linear triangu-
lar elements is used to obtain a matrix equation of the form

S I

from which W is determined. Subsequently the boundary element method using linear
boundary elements is used to obtain a matrix equation of the form

[ . (3:2)

from which ¢ is determined.

3.1 Model Region and Discretization

~ The model region is illustrated in Figure 3.1.  The finite element grid mesh used is
shown in Figure 3.2. The boundary element grid mesh simply consists of the linear



segments and nodes on the boundary of the finite element mesh. The finite element mesh
consists of 197 nodes and 328 elements. = The finer mesh in the Hawkins Bay region is
necessary due to the sharper velocity gradients in this region. Within this bay currents
are determined primarily by the lateral geometry and bathymetry. For the region within
the bays the annual mean water depths were used. QOutside the bays the depth was set to
a value of 10 m to reflect the presence of the thermocline during the summer and
early fall (see Figure 3.7).

Along the land mass boundaries flow normal to the boundary is set to zero. Along
the north and south boundaries of the model region two conditions are possible. The flow
can be forced to be normal to the boundary but the value of the normal flow is unknown
and is computed with all the interior nodal flows. This condition is typically used when
the wind is the only driving force. Setting the tangential flow equal to zero may not be an
accurate depiction of the actual conditions but these boundaries are remote from the area
of greatest interest and consequently this condition has a minimal influence on the
currents in the discharge region. The other condition is to set the normal flow to some
prescribed value. This can represent river inflows or in the present situation the through
flow. This assures that the normal flow will be the prescribed value but the vertical
profile of the flow over the depth will still depend on the wind driven currents. The solu-
tion of equations (3.1) and (3.2) eventually yields the values of U, V and ¢ at each of the
nodes of finite element grid mesh.

The input to these models can be summarized as follows

1) The coordinates and water depth at each node point
2) The connectivity of each element to the nodes

3) The fixed parametefs Pa » Po,rg,/f ande,

4) The variable parameters C, , W ,8 and v

Data sets 1) and 2) were obtained from lake charts and previous modeling efforts
Smeltzer [1985]. The fixed parameters are: p,=1.0kg/m3 , p,=1000kg/m® , g=9.31m/s? |

f=.0001s ! and €, =.001m?%s.

Data set 4) describes the wind conditions and bottom friction relation. As these
parameters depend on seasonal conditions and are variable, a range of values must be

- considered. The following sections describe the assessment of these values.

.. 4.0 Selection of Variable Input Parameters, C, , W, 6 and y

The wind stress on the surface is the major driving mechanism for the circulation in
Hawkins Bay. Equation 2.8 is an emperical relation that defines this stress in terms of the
wind direction and magnitude . The coefficient C, has been determined experimentally by
several investigators as discussed in section 4.1 . The selection of the wind magnitude and
direction for this study is motivated by two considerations: 1) prevailing conditions will
describe the long term trend for transport and 2) conditions during the time of the
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previous phosphorus data collection study will assist in assessing the diffusion coeflicient.
These conditions are discussed in section 4.2 . The bottom friction parameter was also
assessed from the literature. Two values , one for the bay region and the other for the
open Lake, have been identified as discussed in section 4.3 .

4.1 Wind Shear Coefficient C,

Numerous investigators have attemped to assess this coefficient with varying results.
In general the value of C, itself depends on the wind speed. Bengtsson [1973], VanDorn
[1953] and Whitaker [1973] have each investigated this coefficient for ponds and lakes.
Their results differ with a minimum value of .001 for low winds , (0-5 m/s) to .004 for
winds at 40 m/s. Denman [1973|, Heaps [1969] and Wu [1969] determined values of C, for
the opean seas. Their results also varied with values ranging from .0006 to .0025 for low
and high wind speeds. Some typical values that have been used in other analytic and
numerical simulations are : .00166 and .00237 for light and strong winds , Wilson
(1960] ; .0030 , Simons [1974] ; 0.00260 , Allender [1976] ; .00100 and .00150 for light and -
strong winds , Hicks [1972] ; and .0031 , Ibrahim and McCorquodale [1985].

Wang [1975] developed an equation for C, as a function of wind speed, based on a
least squares fit of the results of several of the aforementioned studies. The relation is:

C, =(1.1+0.0536 W, )10- 3 ‘ (4.1)

where W,, = wind speed in m/s . This relation was used to evaluate the wind stress as
given by equation (2.8).

4.2 Wind Magnitude W , Direction ¢ and Surface Stresses r,, and 1,,

The wind stresses in the x and y directions can now be expressed in terms of the wind
magnitude and direction as:

Tos =(1.1+0.0536(.447) W, , )10° P2 (447 Wonpn )2 Cos®
Pa

Toy =(1.140.0536(.447) W, )10 3—:’;‘—'-(.447 Wongs )25in 8 (4.2)
A

These equations can be used to obtain the resultant wind stress over a given time period
of observed wind conditions.



Dir. | # of Counts | Ave. Speed
1 111 3.54
2 157 3.18
3 75 2.79
4 46 3.42
5 31 3.80
6 31 2.89

. 7 29 1.83
8 20 2.13
9 19 1.78

10 29 2.37
11 22 2.66
12 24 3.25
13 24 4.47
14 49 5.17
15 63 5.42
16 94 6.08
17 113 9.26
18 106 10.20
19 121 10.34
20 112 10.39
21 96 9.19
22 74 6.19
23 33 4.73
24 18 3.51
25 19 2.83
26 7 2.86
27 10 2.25
28 10 1.83
29 7 2.18
30 4 1.25
31 9 3.44
32 43 3.99

Table 4.1 Number of counts and average velocity for each of 32 directions.
32=North (magnetic) 8=FEast 16=South 2{=West
Data recorded at St. Albans Bay May - September 1983.
. Ave. Speed (mph) = mean of all veloeities in given direction.
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Dir. | # of Counts | Ave. Speed | Dir. | # of Counts | Ave. Speed
1 1 3.1 19 1 1.2
2 2 1.95 20 1 2.1
3 1 1.8 21 0 0
4 0 0 22 1 2.6
S5 0 0 23 1 0.4
6 1 1.7 24 0 0
7 1 1.5 25 0 0
8 0 0 26 0 0
9 1 2 27 1 3.1

10 1 1.6 28 3 5.4
11 2 4.35 29 0 0

12 1 0.5 30 2 5.25
13 2 3.8 31 0 0

14 0 0 32 2 3.2
15 7 6.63 33 4 5.35
16 11 11.19 34 2 5.05
17 2 3.75 35 3 6.23
18 4 7.5 36 3 4.47

Table 4.2 Number of counts and resultant velocity for each of 36 directions.
86=North (magnetic) 9=East 18=South 27=West
Data recorded at Burlington Airport August - September 1984.
Ave. Speed (mph) = mean of all resultant velocities in given direction.

The two conditions of greatest significance as mentioned in section 4.0 are the pre-
vailing conditions and the conditions during August and September 1984. Table 4.1 and
4.2 contain the data for these conditions respectively. For the prevailing conditions the
. recorded wind speed and direction at St. Albans Bay, Vermont were used (see Figures
4.1-4.4). While this location is remote from the study region, the collected data is
" representative of conditions on Lake Champlain. For the August - September 1984
period the data of Table 4.2 was obtained by examining the Burlington airport data for

" that period.
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While these values reflect the conditions at the airport, wind speeds at the lake, espe-
cially in the lower range (0-7 mph) , are generally larger than recorded at an inland sta-
tion. At St. Albans for example, wind speeds in the lower range were 80 to 100 % greater
at the bay location compared to recordings at the St. Albans radio station (see Figure
4.1). A conservative increase of 50% was therefore used to define the Hawkins Bay loading
based on Burlington airport data.

The effective time averaged wind stress r,, and 7,, were determined by computing
the mean of all x and y components of the recorded wind velocities using equation (4.2) .
The results of this computation are given in Table 4.3 .

- PrevailingWind! Aug. — Sept. 19842
T, .000002419 -.000005457
T, .000008237 .000008642
0 73.6 122.3
Wl 6.55 5.83

Table /.3 Effective Wind Stress (m/s)?
1t St. Albans Bay Data

2 Burlington Airport Data Adjusted +50%
3 Effective Wind Speed (mph) with C, =0.001

In addition to these two wind loads, six loadings with a unit surface stress were run
to observe the general current patterns. The six loading directions are shown in Figure 4.5

and defined in Table 4.4.

Load # Bearing | &% Ty
1 SE 122 -.0000005300 | +.0000008480
2 SSw | 75 +.0000002588 | +.0000009659
3 W 15 +.0000009659 | +.0000002588
4 NW 330 +.0000008667 -.0000005000
5 N 285 +.0000002588 -.0000009659
6 S 105 -.0000002588 | +.0000009659

Table 4.4 Unit Wind Stress loads (m/s)?
W,,=1m/s and C, =0.001
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4.3 Bottom Friction Parameters

The treatment of the bottom friction in the formulation of the reduced equations of
hydrodynamics assumed a realtion of the form

rme B (4.3)

Before the advent of computer simulation of multi-dimensional flow, the friction factors
commonly used in hydraulics were based on empirical expressions, i.e. Manning, Chezy
and Darcy Weisbach equations, Daily [1966]. In general a quadratic relation between
bottom friction and mean velocity has been found to be appropriate. This is somewhat
questionable for wind driven flows, as there are often reverse flow conditions that yield
zero mean velocity but strong bottom currents. We may however draw upon the exten-
sions of the classical fluid mechanics relations to estimate this factor. The most com-
monly used expressions for two dimensional flow are:

7, =Cp(uf+ 0?12y _ (4.4)

7, =Cr(u?+ 0?12y (4.5)

where , ¢; = dimensionless bottom fri¢ction parameter. C; is related to the several clas-
sical drag coefficients by

Cs= %fd,, Darcy — Weisback (4.6)

ot =—CY; Chezy (4.7)
n3 .

C, = o g Manning (4.8)

The value of n normally ranges from .025 for stone bottoms to .040 for dunes, Wang
[1975]. The effect of weed growth has also been studied. Two such studies are by Kao
. [1977] and Stephans [1963]. The effect of suspended sediment has also been explored by
Lau [1983]. Weed growth will dominate in the shallow regions of Hawkins Bay. Stephans
reports that Manning’s number is less than .036 for light vegetation growth, between .036
and .052 for moderate growth and greater than .052 for heavy growth.

In order to relate these values to the parameter y used in the model, a characteristic
velocity for the Hawkins Bay region must be asssumed i.e., v. This gives
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1, =vCru Ty =vCv (4.9)

We therefore have from equation 4.3

From Manning’s relation (4.8) , using n =0.04sec/m!® and a characteristic depth H=6m , we
have

2
C; =9.81-21 - 00864
61/3

and for v=.05m/s v=.000432 m/s

For tidal studies the values are generally higher as given by Wang [1975] who used
C;=.0083 for a tidal study in the west passage of Narragansett Bay and values of .01-.02
for a tidal model of Massachusetts Bay. Huang [1977] used a value of C,=.0025 for a lay- .
ered model of Lake Ontario. Cheng and Tung [1970] set y/p=.0025dyne —sec/cm® , for a
Lake Erie simulation. This equates to y=.000025m/s which is in agreement with the value
computed here adjusting for depth. '

Friction at the interface of the epilimnion and the thermocline is difficult to assess
since it depends on a relative motion and in general may depend on the local Reynolds
number u-T/v. Blasius’ emperical friction law for turbulent boundary layer flow has
been used to quantify the interfacial coefficient, Schlichting [1968]. Codell [1973] directly
relates the friction factor to the Reynolds number but the uncertainty about this factor is
quite large. A report by Karelse, N. [1974] suggests some average values for the interfacial

friction factor to be

Cy=4-10"4 for a stagnant bottom layer
C;=15-10"* for a stagnant top layer
C; =7-10"* for counter flow

In this study the assumption is made that the primary transport is in the upper layer
above the thermocline, and that the thermocline and hypolimnion experience little
motion. Under these conditions C;=.0004 seems to be a reasonable value. This must be
equated to y by equation 4.10. For the main lake where the model is terminated at the
" thermocline (H=10m), the characteristic flow is less than in the bay. Using a value of
v=0.01m/s we find

v=.012.0004=.000004 m/s
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5.0 Current Patterns

The currents in the model region can be classified into the following types;

1) Wind Driven Topographic Currents

2) Lake Through Flow
3) River Inflow

4) Lake Seiche

5) Internal Waves

The currents in the shallow bay areas are primarily topograhic flows. These flows
are dictated by the bathymetry,the shore line geometry and the direction and magnitude
of the wind. Inflows from rivers can create currents in the shallow regions but this is gen-
erally restricted to the spring run off season. Most of the summer the flows in the shallow
regions are due to the momentum input from the wind.

In the broader lake section of the model region wind driven flows will combine with
through flow. Circulations that transport material out of the bays into broader lake
region can be swept north by the through flow. The finite element analyses carried out -
used a combined wind and through flow loading. During the late summer months the
river inflow into Hawkins Bay has a negligible effect on the flows.

The last two types of flows are transient in nature. They are considered here first in
section 5.1 to provide a comparison with the wind driven flows and the through flow.
These flows reflect the general motion of the main lake above Thompson’s point.

5.1 Lake Seiche

The computations to determine the seiche action in the main lake are done by using
a greatly simplified model of the lake as an enclosed box with constant depth. While this
is clearly a great simplification the analysis helps to define the possible maximum
currents that could be expected. These computations reflect the response of the lake
excluding the northeast arm. The model consists of a two layered system subjected to a
wind load along the major axis of the lake. The equations are given by Mortimer [1982].
The quantities of interest are the maximum horizontal velocities. Two results are

. obtained from the analysis ;
Uimax and Usz..x , the velocities in the eplllmnlon and the hypolimnion respectlvely The

" equations are:

_Se
Ulrna: - 2h1 (5.1)
Sic
UZmazz_ 2hz (52)

where:



_0.0025Co(.45 W)'-8

ghe Ap

hlhg _'.'é_ﬂ)l/z

:(g..._.__

hithe p

with all terms defined in Table 5.1.
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(5.3)

(5.4)

Symbol Definition Units Value
l Length of Lake ft 132000.0000
hy Thickness of Epilimnion ft 40.0000
ho Thickness of Hypolimnion ft 200.0000
. b
Densit — 62.4000
p ensity e
Ap Density Difference 7%— .1248
hy Depth of Thermocline ft 50.0000
w Wind Velocity mph 5
g Gravity Wil 32.2000
sec?
Co Constant 1.0< C, < 1.5 nd 1.2500
S Slope Eq. 5.3 i .0000669
sec
c Celerity (Wave Speed) Eq. 5.8% ;Li- 1.4650
e
Uimax Velocity, Epilimnion Eq. 5.1 -sﬂ- .1618
ec
Usmax Velocity, Hypolimnion Eq. 5.2 it— -.0324
C
T Period = 2—é,- sec 180186.0000
T Period hr 50.0500
T Period days 2.0850

Table 5.1 Computation of Lake Champlain Mazimum Flow and

Fundamental Period - Two Layer System

Table 5.1 for several other values of the parameters are contained in the Appendix.
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Figure 3.7 illustrates the layered model. Under a steady wind the water piles up at
the down wind end of the lake. The plane of the thermocline however is tilted downward

at the down wind end. The tilt of the thermocline is of the order __\p__ times the surface tilt.
o)

This ratio is large and the change in the surface elevation is typically several centimeters
while the displacement of the thermocline can be several meters. When the wind stops
blowing, the epilimnion will will rock back and forth with a period T. This action induces
flows in the horizontal plane with maximum fows in the epilimnion and much smaller

. hy .
flows in the hypolimnion. The flows in the hypolimnion are actually —f— times the lows
- 2

in the epilimnion. A range of values of the parameters in the table were assumed. The
result is that flows in the epilimnion could reach maximum values anywhere from .06 to
25ft/sec. The fundamental period of the entire lake in this stratified condition is about
two days. The model is weakly sensitive to the depth of the hypolimnion and strongly sen-
sitive to the wind velocity w.

In addition to the lake seiche there are also internal waves. Internal waves are dis-
tinguished from an internal lake seiche by the fact that in a seiche the fluid particles dis-
place different amounts at different locations along the axis of the lake , while in an inter-
nal wave each particle displaces the same amount but at different times. Seiches have
variable displacement but are in phase whereas internal waves cause the same displace-
ments everywhere but out of phase. Internal waves have much smaller periods, typically
measured in minutes while an internal seiche, as demonstrated above, has periods meas-
ured in days. For Lake Champlain the flows associated with the internal waves are quite
small compared with the lake seiche.

Both the lake seiche and internal waves contribute to a cyclic back and forth motion
of the fluid in the lake. This back and forth action contributes to the diffusive mixing pro-
cess .and should be reflected in the diffusion coefficient obtainded from the transport

model calibration.

5.2 Local Current : Finite Element Analysis

Finite element analyses were done using prescribed wind stresses with and without

" lake through flow. Because of the variability of the parameters required for the finite ele-

ment analysis, computer runs with a range of values were considered .
The first set of runs were done with just the wind load, but with different values for

"the bottom roughness. These runs were done to assess the sensitivity of the model to the

bottom roughness y . Using a range of values for y (see Table 5.2) , the maximum verti-
cally integrated velocities were determined and compared with the assumed characteristic
velocity used to evaluate y. Because the flows in the bay under prevailing winds where
generally less than the assumed value of 5 cm/s the results using vy,,, =.00043  are con-
sidered to be a lower bound, that is, flows will generally by greater than those generated
using 7,4, =.00043. This value was used for all subsequent analyses.



RUN>>> Bl B2 B3 B4 UNITS
0 75 75 75 75 degrees
w 7.25 7.25 7.25 7.25 mph
C, .0005 .0005 .0005 .0005

Toz .000001358 .000001358 .000001358 000001358 {m/s)?
Tey .000005070 .000005070 .000005070 .000005070 (m/s)?
Yiake .0000040 .0000040 .0000040 .0000040 m/s
Ybay . .0004320 .0002160 .0001080 .0000250 m/s
Vinax .0084600 .0174600 .0350000 .1360000 m/s
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Table 5.2 Parameter variables for study of variability of currents
due to variation of the bay bottom friction parameter y,,,
Vmax = mazimum depth averaged velocity

From these results it can be seen that the magnitude of the flows are nearly inversly

proportional to +y;,,. The directions however were unaffected.

The next set of runs were done using the unit surface stress loadings defined in Table
4.4. The general structure of the local wind induced currents are illustrated in Figures
5.1-5.6. The currents shown in these plots are the vertically averaged velocities. While
the velocity magnitudes are not significant due to the unit stress loads, the patterns
(directions) remain unaffected by the magnitude of the wind load. Consequently it is pos-
sible to scale the velocities obtained from unit stress loads to obtain actual magnitudes for
an assumed surface stress.

One interesting feature of these patterns is the behavior just to the northeast of the
gyre . In this region the vertically averaged flows, are almost entirely out of the bay. Even
for the north wind (load #5) , the flows are tangent to the Hawkins Bay boundary then
gradually sweet out into the main lake.



Year June July August September
1984 2,130.00 801.00 336.00 341.00
1983 1,151.00 261.00 528.00 235.00
1982 796.00 427.00 227.00 168.00
1981 691.00 479.00 745.00 1,037.00
1980 561.00 330.00 325.00 456.00
1979 885.00 361.00 271.00 452.00
1978 . 1,156.00 374.00 437.00 311.00
1977 531.00 311.00 249.00 489.00
1976 1,360.00 | 1,723.00 | 2,624.00 930.00
1975 938.00 425.00 499.00 919.00
1974 718.00 745.00 592.00 1,046.00
1973 1,168.00 | 1,559.00 337.00 300.00
1972 976.00 | 1,432.00 780.00 364.00
1971 525.00 312.00 566.00 508.00
1970 483.00 413.00 211.00 317.00
1969 725.00 368.00 590.00 279.00
1968 918.00 529.00 265.00 211.00
1967 790.00 321.00 248.00 272.00
1966 486.00 269.00 419.00 473.00
1965 208.00 126.00 129.00 273.00
1964 288.00 241.00 268.00 171.00
Mean cfs 832.57 562.24 506.95 454.86
Mean m3s 23.58 15.92 14.36 12.88
T.F. Mean ¢fs 3,203.81 | 2,163.54 | 1,950.80 1,750.33
T.F. Mean m3/s 90.73 61.27 55.25 49.57
T.F. 1984 ¢fs 8,196.44 | 3,082.32 1,292.93 1,312.20
T.F. 1984 m3ss 232.12 87.29 36.62 37.16

Table 5.8 Computation of Lake Champlain Through Flow (T.F.)
T.F. = (6257/1626) x Gage Flow
Monthly Ave. At Otter Creek , Middlebury, Vi. (cfs).
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The last set of analyses used the wind conditions of Table 4.3 with and without
through flow. The through flow was computed using data from the U.S. Geological Sur-
vey Water-Data Reports . To obtain the estimates of the through flow the Otter Creek
gage at Middlebury was used. The drainage area above the Middlebury gage is 1626 im?2 .
The total drainage area into Lake Champlain below Thompson’s point is 6257 km2.
Assuming a uniform drainage for all areas , the flows at the Middlebury gage are multi-
plied by (6257/1626) to approximate the anticipated through flow. Flows for Little Otter
Creek and Lewis Creek are orders of magnitude lower than the computed through flow
and can be neglected. Table 5.3 lists the average monthly flows for June, July, August
and September for the years 1964-1984. For the 1984 field study period of August - Sep-
tember the average flow is approximately 37 m3s . For the prevailing wind load case the
mean value of the flows during August and September over the years 1964-1984 were
used. If all years are used the mean flow is 52 m3s . Since through flow during this period
is benificial to the transport of phosphorus out of Hawkins Bay, a more conservative esti-
mate of the flow can be computed by excluding the unusual events of August - September
1976 . Excluding 1976 data, the through flow for the months of August - September is
computed to be 45 m3s. This loading was used with the prevailing wind load.

For the prevailing wind load and the Aug.-Sept. 1984 loadings (without through
flow), the current patterns correspond to load # 2 and load #1 respectively (Figures 5.2
and 5.1). The maximum vertically averaged velocities were found to be 1.81em/s at node
182 and 1.77e¢m/s at node 102 respectively. The maximum surface flow and counter flows
for both cases were found to be about 3—6cm/sec and 2~3cm/sec , respectively.

The patterns due to the combined wind and through flow were essentially the same
in the shallow regions but showed a definite current northward throughout the broad lake
portion of the model. The vertical profiles of the flow in the center of the main lake at
node 28 (see Figure 3.6) are shown in figures 5.7-5.8.

The vertical flow profile and vector plots for the region to the northeast of the gyre
at nodes 91 and 92 (see Figure 3.6) are shown in Figures 5.9-5.12. These flows were essen-
tially the same for the loading with and without through flow. For the vector plots the
largest vectors indicate the direction and magnitude of the surface water. Thes plots show
the direction of the flow at successively lower depths (@ 1/20 H increments). At nodes 91
flow is out of the bay , while at node 92 the flow is into the bay. These plots are all for the

~ prevailing SW wind load.

6.0 Preperation of Data for Transport Analysis

The current velocities obtained from the finite element analysis provide a point wise
description of the flow field. The transport model previously used for this discharge study
however was based on a cell model, Figure 6.1. The cell model requires the specification
of the flow on each face of a rectangular cell . The velocities obtained from the finite ele-
ment analysis were integrated along cell boundaries to obtain the net inflow and outflow
along each face. Figure 6.2 illustrates the orientation of the rectangular grid mesh over
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the finite element mesh. Six. regions were defined with cells numbered as shown in Figure
6.2. Figure 6.3 shows the region 1 circulation pattern and the vertically integrated
flows on the cell faces for the preliminary load case Bl defined in Table 5.1. These flows
were then integrated along each cell face to obtain the net inflow and outflow in units of
m3/sec .

The inflow and outflow values for all cells is contained in the Appendix. The cases

included are :

1) FLOWSWN Prevaling wind without through flow .

2) FLOWSEN Aug. - Sept. 1984 wind without through flow.
3) FLOWSWNF Prevailing wind with through flow.

4) FLOWSENF .Aug. - Sept. 1984 wind with through flow.

A balance of flows is generally well achieved, but some imbalance exits in the cells near
the shoreline. This can be attributed to numerical modeling approximations. The fact
that continuity is satisfied exactly on a point wise basis does not enforce a satisfaction of
continuity on a cell wise basis. These flows will be balanced and then used in the tran-

sport cell model.

7.0 Transport

Two transport analyses were carried out to provide an initial assessment of the effect
of the wind driven circulations. The first case was a zero wind load condition using the
largest diffusion coefficient obtained from the previous modeling and field data. A value
of 200000m?/day was used. The second run was done with the prevailing wind stresses
defined in Table 4.3. The same value for the diffusion coefficient was used. The transport
model used is also a finite element program compatible with the flow analysis program ,
Laible {1985]. For both of the runs the applied load was an internal source spread out
over element 237 (see Figure 3.4). The loading rate represented a phosphorus concentra-
tion of 100 ppb at a flow rate of 11.5 mgd . Decay for both runs was set to zero.

Figure 7.1 illustrates the isoconcentration lines for these two cases. The currents tend
to transport phosphorus out of the bay, decreasing values obtained by the zero wind case.
"~ For example the concentrations near the shore line at the proposed fishery for the prevail-
ing wind and no wind case were found to be 16 ppb and 28 ppb respectively. At this loca-
tion removing the wind load results in a 75% increase in concentration.
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Figure 3.7 General Character of Wind Driven Flows in Lakes .
a) Profile of Wind Induced Current
b) Titing of The Thermocline Due to Wind Stress
From : Cornell Aeronautical Laboratory Report [1969]
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Figure 4.5 Definition of Wind Load Cases 1-6.
' Definition of 8 .



Figure 5.1 Circulation Pattern for Wind Load Case 1 .

SE Bearing.



Figure 5.2 Circulation Pattern for Wind Load Case 2.
SSW Bearing.



Figure 5.3 Circulation Pattern for Wind Load Case 3 .
W Bearing.



Figure 5.4 Circulation Pattern for Wind Load Case § .
NW Bearing.



Figure 5.5 Circulation Pattern for Wind Load Case 5 .

N Bearing.



Figure 5.6 Circulation Pattern for Wind Load Case 6 .

S Bearing.
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Figure 6.2 Finite Element Mesh and Transport Cell Regions .
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Figure 7.1 Isoconcentration Lines .
Internal release at element 237, 100ppb (@ 11.5 mgd .

Dotted lighter lines are for SW Wind Load and D =200000. dm. .

ays

2
Heavy solid lines are for No Wind Load and D =200000. dm .
ays
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APPENDIX FLOWSWN

0.00

R# | C# | Fl+ F1- F2+ F2- F3+ F3- Fd+ F4- SUM
1 1 3.85 0.76 0.00 | 16.42 1.78 0.08 | 12.80 0.00 +1.16
1 2 4.01 0.00 0.98 5.34 0.76 3.85 6.97 0.00 +3.54
1 3 2.60 5.99 | 25.66 0.00 0.00 4.02 0.01 | 23.83 -5.57
1 4 0.00 0.50 | 28.11 0.00 5.99 2.60 0.00 | 27.85 +3.15
1 5 19.91 0.00 0.00 | 12.80 0.00 8.25 1.52 0.42 -0.04
1 6 26.37 0.00 0.00 6.97 0.00 | 19.91 4.19 1.67 | +2.01
1 7 16.21 0.00 | 23.83 0.01 0.00 | 26.37 0.00 | 15.51 -1.86
1 8 1.02 0.11 | 27.85 0.00 0.00 | 16.21 0.00 | 10.68 +1.87
1 9 21.16 0.00 0.41 1.52 0.00 | 21.20 1.47 0.00 +0.32
1 10 22.63 0.00 1.67 4.19 0.00 | 21.16 1.68 0.48 +0.15
1 11 9.03 0.00 | 15.51 0.00 0.00 | 22.63 0.16 1.94 +0.14
1 12 0.79 0.05 | 10.68 0.00 0.00 9.03 0.00 3.12 -0.73
1 13 1.93 0.00 0.00 1.47 0.00 0.00 0.00 0.00 +0.46
1 14 5.02 0.00 0.48 1.68 0.00 1.93 0.00 0.00 +1.90
1 15 3.22 0.00 1.94 0.16 0.00 5.02 0.00 | 0.00 -0.03
1 16 0.00 0.00 3.12 0.00 0.00 3.22 0.00 0.00 -0.10

R# | C# | F1+ F1- F2+ F2- F3+ F3- F4+ F4- SUM
2 1 0.00 0.13 0.00 0.00 1.15 0.00 0.00 2.36 -1.34
2 2 0.00 5.13 0.00 0.00 0.13 0.00 7.55 0.00 +2.55
2 3 0.00 | 14.41 0.28 1.06 5.13 0.00 | 10.75 0.00 +0.70
2 4 0.00 | 14.05 0.00 3.98 | 14.41 0.00 3.14 | 0.83 -1.32
2 S5 0.00 | 14.54 2.36 0.00 9.89 0.00 0.80 0.02 -1.51
2 6 0.00 | 21.04 0.00 7.55 | 14.54 0.00 | 13.78 0.00 -0.27
2 7 0.00 | 24.26 0.00 | 10.75 | 21.04 0.00 9.78 0.46 -4.66
2 - 8 0.00 |- 6.57 0.83 3.14 | 24.26 0.00 0.00 | 13.84 +1.54
2 9 0.00 | 19.82 0.02 0.80 | 10.39 0.00 8.65 0.00 -1.56
2 10 0.00 | 17.52 0.00 | 13.78 | 19.82 0.00 | 13.22 0.00 +1.73
2 11 2.82 3.47 0.46 9.78 | 17.52 0.00 0.43 | 11.29 -3.32

-2 12 10.92 0.00 | 13.84 0.00 3.47 2.82 0.00 | 22.81 +2.60
2 13 0.00 | 15.37 0.00 8.65 7.56 0.00 | 16.42 0.00 -0.04
2 14 0.00 7.40 0.00 | 13.22 | 15.21 0.00 5.34 0.98 -1.05
2 15 8.58 0.00 | 11.29 0.43 7.42 0.00 0.00 | 25.66 +1.20
2 16 11.68 22.81 0.00 0.00 8.58 0.00 | 24.67 +1.23




APPENDIX FLOWSWN

[ &

R# | C# | Fi+ Fi- F2+ F2- F3+ F3- Fi+ F4- SUM
3 1 0.46 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.58 -0.12
3 2 0.00 0.29 0.00 0.00 0.00 0.46 0.36 0.11 -0.50
3 -3 0.00 0.00 0.00 0.00 0.29 0.00 0.16 0.05 +0.40
3 4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 +0.00
3 b) 0.60 1.36 0.58 0.00 0.00 0.00 1.06 0.28 +0.59
3 6 0.00 4.84 0.11 0.36 1.36 0.60 3.98 0.00 -0.34
3 7 0.00 3.37 0.05 0.16 4.84 0.00 0.21 1.22 +0.35
3 8 0.00 1.13 0.00 0.00 3.37 0.00 0.00 2.20 +0.05

R# | C# | F1+ Fl1- F2+ F2- F3+ F3- F4+ F4- SUM
4 1 0.00 7.58 1.22 0.21 14.05 0.00 0.00 7.37 +0.12
4 2 0.43 1.92 2.19 0.00 7.58 0.00 0.00 8.47 -0.20
4 3 1.18 0.55 7.37 0.00 6.57 0.00 0.00 | 14.28 +0.29 |
4 4 1.08 0.00 8.47 0.00 0.55 1.18 0.00 | 10.63 -1.70
4 ) 8.04 0.00 | 14.28 0.00 0.00 | 10.95 0.00 | 10.93 +0.44
4 6 1.52 0.00 | 10.63 0.00 0.00 8.04 0.00 1.97 +2.15
4 7 1.71 0.00 | 10.93 0.00 0.00 | 11.68 0.00 0.88 +0.08
4 3 0.00 0.00 1.97 0.00 0.00. 1.70 0.00 0.00 +0.27

R# | C# | F1+ | F1- | F2+ | F2- | F3+ | F3- | F4+ | F4- SUM
5 1 0.00 | '0.00 | 000 | 0.00 | 098 | 0.00 | 0.00 | 1.44 -0.46
5. 2 0.00 | 000 | 1.66 | 0.00 | 1.92 | 0.43 | 0.00 | 3.18 -0.02
b) 3 0.00 0.00 3.18 0.00 0.00 1.08 0.00 0.15 +1.95




APPENDIX FLOWSWN

R# | C# | Fi+ F1- F2+ F2- F3+ F3- Fd4+ F4- SUM
6 1 0.00 0.85 0.00 0.00 0.51 0.00 2.50 0.00 +2.16
6 2 0.00 1.47 0.00 0.00 0.85 0.00 1.23 0.00 +0.60
6 3 0.00 2.86 0.00 0.00 1.47 0.00 0.01 0.60 -1.97
6 4 0.00 1.15 0.00 0.00 2.86 0.00 0.00 1.88 -0.17
6 5 0.00 1.68 0.00 2.50 1.27 0.00 3.01 0.00 +0.10
6 6 0.00 3.07 0.00 1.23 1.68 0.00 2.57 0.00 -0.05
6 7 0.00 6.38 0.60 0.01 3.07 0.00 1.93 0.00 -0.79
6 8 0.00 9.89 1.88 0.00 6.38 0.00 1.57 0.00 -0.06
6 9 0.00 2.06 0.00 3.03 1.54 0.00 3.30 0.00 -0.04
6 10 0.00 3.43 0.00 2.57 2.06 0.00 3.83 0.00 -0.12
6 11 0.00 6.01 0.00 1.93 3.43 0.00 4.58 0.00 +0.07
6 12 0.00 | 10.39 0.00 1.57 6.01 0.00 6.42 | 0.00 +0.48
6 13 0.00 1.81 0.00 3.50 1.49 0.00 3.76 0.00 -0.06
6 14 0.00 2.65 0.00 3.82 1.81 0.00 4.59 0.00 -0.07
6 15 0.00 4.31 0.00 4.58 2.65 0.00 6.24 0.00 +0.01
6 16 0.00 7.56 0.00 6.42 4.31 0.00 9.43 0.00 -0.24
6 17 0.00 1.10 0.00 3.76 1.03 0.00 3.92 0.00 +0.10
6 18 0.00 1.42 0.00 4.59 1.10° 0.00 5.03 0.00 +0.12
6 19 0.00 1.85 0.00 6.24 1.42 0.00 6.57 0.00 -0.10
6 20 0.08 -1.78 0.00 9.44 1.85 0.00 9.45 0.00 +0.16
6 21 0.14 0.13 0.00 3.92 0.43 0.00 3.47 0.00 -0.01
6 22 0.63 0.06 0.00 5.03 0.13 0.14 4.56 0.00 +0.10
6 23 1.26 0.08 0.00 6.62 0.06 0.63 6.46 0.00 +0.44
6 24 8.41 0.00 0.00 9.45 0.08 1.26 2.12 0.19 -0.28
6 25 0.80 | 0.00 | 0.00 3.47 0.03 0.02 2.72 | 0.00 +0.06
6 26 2.98 | 0.00 0.00 4.46 0.00 0.81 1.74 0.00 -0.54
6 27 13.25 0.00 0.00 6.44 0.00 2.99 0.03 2.04 +1.81

6 28 21.20 0.00 0.17 2.12 0.00 13.25 0.00 3.01 -2.00
6 29 0.43 0.00 0.00 2.72 0.01 0.02 0.00 0.00 -2.31

6 30 2.01 0.00 0.00 1.74 0.00 0.35 0.00 0.00 -0.09
6 31 8.56 0.00 2.04 0.03 0.00 2.00 0.00 0.00 +8.58
6 32 0.00 0.00 9.30 0.00 0.00 8.56 0.00 0.00 +0.74
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R# | C# | Fi+ F1- F2+ F2- F3+ F3- F4+ F4- SUM
1 1 19.01 0.00 0.00 | 16.98 0.00 7.35 6.00 0.00 +0.67
1 2 24.08 0.00 1.55 4.67 0.00 | 19.01 1.35 1.06 +2.24
1 '3 15.75 0.00 | 25.68 0.00 0.00 | 24.08 0.00 | 14.82 +2.54
1 4 0.00 0.30 | 25.34 0.00 0.00 | 15.75 0.00 | 12.79 -3.50
1 5 24.76 0.00 0.00 6.00 0.00 | 10.93 0.09 6.83 +1.09
1 6 20.43 0.00 1.06 1.35 0.00 | 24.76 6.62 0.00 +2.00
1 7 7.19 0.00 | 14.82 0.00 0.00 | 20.43 0.06 4.12 -2.48
1 8 0.87 0.06 | 12.78 0.00 0.00 7.19 0.00 4.64 +1.76
1 9 6.42 2.78 6.82 0.09 0.00 7.09 0.00 1.87 +1.41
1 10 9.73 0.00 0.00 6.62 2.78 6.42 1.09 1.22 -0.66
1 11 4.24 0.00 4.12 0.06 0.00 9.73 1.80 0.00 +0.38
1 12 0.44 0.04 4.64 0.00 0.00 4.24 0.00 0.96 -0.17
1 13 0.00 2.27 1.87 0.00 0.00 0.00 0.00 0.00 -0.40 |
1 14 0.08 1.29 1.22 1.09 2.27 0.00 0.00 0.00 +1.18
1 15 0.94 0.00 0.00 1.80 1.29 0.08 0.00 0.00 +0.35
1 16 0.00 0.00 0.96 0.00 0.00 0.94 0.00 0.00 +0.02

R# | C# | Fl+ F1- F2+ F2- F3+ F3- F4+4+ F4- SUM
2 1 0.00 0.98 0.00 0.00 2.52 0.00 9.77 0.00 | +11.30
2 2 0.00 | 27.16 0.00 0.00 0.98 0.00 | 21.77 0.00 -4.41
2 3 0.00 | 28.35 0.00 6.53 | 27.16 0.00 9.32 0.00 +1.60
2 4 0.00 | 17.37 0.06 4.49 | 28.35 0.00 0.00 8.07 -1.52
2 5 0.00 | 26.61 0.00 9.77 | 17.50 0.00 | 18.89 0.00 +0.02
2 6 0.00 | 41.47 0.00 | 21.77 | 26.61 0.00 | 24.34 0.00 -12.29
2 7 0.00 | 22.00 0.00 9.32 | 41.47 0.00 0.88 | 11.89 -0.86
2 8 1.69 | - 3.33 8.07 0.00 | 22.00 0.00 0.00 | 26.11 +2.32
2 9 0.00 | 11.21 0.00 | 18.89 8.96 0.00 | 19.85 0.00 -1.29
2 10 9.45 0.63 0.00 | 24.34 | 11.22 0.00 | 11.53 0.06 +7.16
2 11 16.35 0.00 | 11.87 0.88 0.63 9.45 0.00 | 18.09 +0.43

-2 12 18.53 0.00 | 26.11 0.00 0.00 | 16.36 0.00 | 26.72 +1.56
2 13 1.25 2.54 0.00 | 19.85 0.92 1.33 | 16.98 0.00 -4.57
2 14 7.62 0.00 0.06 | 11.53 | 245 1.25 4.67 1.55 +0.48
2 15 14.51 0.00 | 18.09 0.00 0.00 7.61 0.00 | 25.68 -0.68
2 16 10.32 0.00 | 26.72 0.00 0.00 | 14.51 0.00 | 22.81 -0.28




APPENDIX FLOWSEN

[ L]

R# | C# | F1+ F1- F2+ F2- F3+ F'3- F4+ F4- SUM
3 1 0.00 1.14 0.00 0.00 0.00 0.00 1.21 0.00 +0.07
3 2 0.00 2.71 0.00 0.00 1.14 0.00 1.37 0.10 -0.30
3 3 0.00 0.00 0.00 0.00 2.71 0.00 0.00 1.46 +1.26
3 4 0.00 0.00 { 0.00 | 0.00 0.00 { 0.00 | 0.00 | 0.00 +0.00
3 5 0.00 8.38 0.00 1.21 0.00 0.00 6.53 0.00 -3.07
3 6 0.00 | 12.31 0.10 1.37 8.38 0.00 4.48 0.06 -0.78
3 7 0.00 7.11 1.46 0.00 12.31 0.00 0.00 5.64 +1.02
3 8 0.00 1.94 0.00 0.00 7.11 0.00 0.00 5.59 -0.43

R# | C# | F1+ F1- F2+ F2- F3+ F3- F4+ F4- SUM
4 1 0.00 7.31 5.64 0.00 | 17.36 0.00 0.00 15.34 +0.35
4 2 0.82 1.76 5.58 0.00 7.31 0.00 0.00 | 11.24 +0.71
4 3 4.11 0.00 | 15.34 0.00 3.33 1.69 0.00 | 20.35 +0.74
4 4 1.25 0.00 | 11.24 0.00 0.00 4.11 0.00 | 10.45 -2.07
4 5 8.37 0.00 | 20.35 0.00 0.00 | 18.57 0.00 | 10.45 -0.30
4 6 1.34 0.00 | 10.45 0.00 0.00 8.37 0.00 1.30 +2.13
4 7 1.09 | 0.00 | 10.45 | 0.00 0.00 | 10.32 | 0.00 0.46 +0.77
4 8 0.00 | 0.00 1.30 | 0.00 0.00 | 109 | 0.00 0.00 | +0.21

R# | C# | Fl+ Fl1- F2+ F2- F3+ F3- F4+ F4- SUM
b 1 0.00 | 0.00 0.00 0.00 1.61 0.00 0.00 2.51 -0.89
3. 2 0.00 0.00 2.80 0.00 1.76 0.82 0.00 3.37 +0.37
5 3 0.00 0.00 3.37 0.00 0.00 1.25 0.00 0.13 +1.99
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R# | C# Fl+ F1- F2+ F2- F3+ F3- F4+ F4- SUM
6 1 0.00 0.89 0.00 0.00 0.49 0.00 2.87 0.00 +2.47
6 2 0.00 1.79 0.00 0.00 0.89 0.00 1.74 0.00 +0.83
6 3 0.00 4.12 0.00 0.00 1.79 0.00 0.26 0.11 -2.18
6 4 0.00 2.52 0.00 0.00 4.12 0.00 2.64 0.18 +4.07
6 5 0.00 1.52 0.00 2.87 1.18 0.00 3.30 0.00 +0.09
6 6 0.00 3.15 0.00 1.74 1.52 0.00 3.30 0.00 -0.06
6 7 0.00 7.97 0.11 0.26 3.15 0.00 3.60 0.00 -1.37
6 8 0.00 | 17.50 0.17 2.64 7.97 0.00 6.00 0.00 -6.00
6 9 0.00 1.59 0.00 3.31 1.32 0.00 3.53 0.00 -0.06
6 10 0.00 2.68 0.00 3.30 1.59 0.00 4.20 | 0.00 -0.19
6 11 0.00 4.82 0.00 3.60 2.68 0.00 5.92 0.00 +0.17
6 12 0.00 8.96 0.00 6.00 4.82 0.00 10.62 0.00 +0.49
6 13 0.00 1.10 0.00 3.53 1.18 0.00 3.43 0.00 -0.02
6 14 0.00 1.07 0.00 4.19 1.10 0.00 4.14 0.00 -0.01
6 15 0.20 1.09 0.00 5.92 1.07 0.00 5.72 0.00 -0.01
6 16 1.33 0.91 0.00 10.62 1.09 0.20 9.54 0.00 +0.22
6 17 0.00 0.51 0.00 3.43 0.74 0.00 3.25 | 0.00 +0.05
6 18 0.16 0.12 0.00 4.14 0.51 0.00 3.68 0.00 +0.08
6 19 2.23 0.00 0.00 5.72 0.12 | 0.16 3.87 0.00 +0.35
6 20 7.35 -0.00 0.00 9.54 0.00 2.23 4.56 0.00 +0.15
6 21 0.08 0.01 0.00 3.25 0.33 0.00 2.83 | 0.00 -0.02
6 22 0.56 0.00 0.00 3.68 0.01 0.08 3.11 0.00 -0.08
6 23 1.53 0.23 0.00 3.87 0.00 0.55 3.15 0.00 +0.02
6 24 11.51 0.00 0.00 4.56 0.23 1.55 0.00 6.78 -1.14
6 25 0.51 1 0.00 0.00 2.83 0.04 0.00 2.33 0.00 +0.05
6 26 1.48 | 0.00 0.00 3.11 0.00 0.52 1.65 0.00 -0.50
6 27 7.70 0.07 0.00 3.18 0.00 1.48 0.10 1.31 +1.76
6 28 7.09 0.00 6.77 0.00 0.07 7.70 0.00 8.13 -1.89
6 29 - 0.31 0.00 0.00 2.33 0.01 0.01 0.00 0.00 -2.03
6 30 1.73 0.00 0.00 1.65 0.00 0.25 0.00 0.00 -0.17
6 31 8.31 0.00 1.31 0.10 0.00 1.73 0.00 0.00 +7.80
6 32 0.00 0.00 9.63 0.00 0.00 8.31 0.00 0.00 +1.32
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R# | C# | Fi+ | F1- | F2+ | F2- | F3+ | F3- | F4+ | F4- SUM
1 1 451 | 063 | 0.00 | 1356 | 092 | 0.71 | 1059 | 0.00 | +1.11
1 2 432 | 000 | 135 | 4.07 | 0.63 | 451 | 5.76 | 0.00 | +3.48
1 3 261 | 5.93 | 26.26 | 0.00 | 0.00 | 4.32 | 0.00 | 24.09 -5.48
1 4 0.00 | 050 | 28.12 | 0.00 | 593 | 261 | 000 | 2785 | +3.09
1 5 | 21.18 | 0.00 | 0.00 | 10.59 | 0.00 | 10.72 | 1.26 | 0.96 | +0.16
1 6 | 26.61 | 000 | 000 | 576 | 000 | 21.18 | 407 | 1.68 | +2.06
1 7 | 1621 | 0.00 | 24.09 | 0.00 | 0.00 | 26.61 | 0.00 | 15.52 -1.83
1 8 1.02 | 0.11 | 27.86 | 0.00 | 0.00 | 16.21 | 0.00 | 10.69 | +1.87
1 9 | 2143 | 000 | 096 | 1.26 | 000 | 22.08 | 1.47 | 000 | +0.51
1 10 | 2264 | 000 | 1.68 | 4.07 | 000 | 21.43 | 1.68 | 0.48 | +0.02
1 11 9.03 | 000 | 1552 | 0.00 | 000 | 22.64 | 0.16 | 1.94 | +0.14
1 12 0.79 | 0.05 | 10.69 | 0.00 | 0.00 { 9.03 | 0.00 | 3.12 -0.73
1 13 1.93 | 000 | 0.00 | 1.47 | 0.00 | 000 | 0.00 | 0.00 | +0.46
1 14 502 | 000 | 048 | 168 | 0.00 | 1.93 | 0.00 | 000 | +1.90
1 15 322 | 000 | 194 | 016 | 000 | 502 | 0.00 | 0.00 -0.03
1 16 0.00 | 0.00 | 3.12 | 000 | 0.00 | 322 | 0.00 | 0.00 -0.10

R# | C# | Fi+ | F1- | F2+ | F2- | F3+ | F3- | F4+ | F4- SUM
2 1 000 | 016 | 000 | 0.00 | 159 | 000 | 0.00 | 3.88 -2.45
2 2 | 000 513 | 000 | 000 | 0.16 | 000 ] 7.39 | 005 | +2.37
2 -3 0.00 | 1441 | 0.28 | 1.06 | 5.13 | 000 | 10.75 | 0.00 | +0.70
2| 4 0.00 | 1405 | 000 | 398 | 1441 | 000 | 3.14 | 083 -1.32
2 5 0.00 | 16.09 | 3.88 | 0.00 | 1296 | 0.00 | 0.13 ] 1.91 -1.03
2 6 0.00 | 21.27 | 0.05 | 7.39 | 16.09 | 0.00 | 12.62 | 0.00 | +0.10
2 7 0.00 | 2428 | 0.00 | 10.75 | 21.27 | 0.00 | 9.56 | 0.47 -4.67
2 8 000 | 658 | 0.83 | 3.14 | 24.28 | 0.00 | 0.00 | 13.85 | +1.54
2 9 0.00 { 20.78 | 1.91 | 0.13 | 12.11 | 000 | 569 | 0.00 -1.21

2 10 0.00 | 17.94 | 0.00 | 12.62 | 20.78 | 0.00 | 11.64 | 0.00 | +1.86
2 11 280 | 3.50 | 046 | 9.56 | 17.94 | 0.00 | 0.28 | 11.80 -3.38
2 12 | 10.92 | 0.00 | 13.85 | 0.00 | 3.50 | 2.80 | 0.00 | 2292 | +2.55
2 | 13 0.00 | 1529 | 0.00 | 569 | 7.39 | 0.00 | 13.56 | 0.00 -0.03
2 14 0.00 | 728 | 0.00 | 11.64 | 15.14 | 0.00 | 4.07 | 1.35 -1.06
2 15 8.65 | 000 | 11.80 | 0.28 | 7.29 | 000 | 0.00 | 2626 | +1.21
2 16 | 1169 | 0.00 | 2292 | 000 | 0.00 | 865 | 0.00 | 24.71 | +1.25




APPENDIX FLOWSWNF |

(3]

R# | C# | F1+ F1- F2+ F2- F3+ F3- Fd+ F4- SUM
3 1 0.46 0.00 0.00 0.00 0.00 0.00 0.00 0.58 -0.12
3 2 0.00 0.29 0.00 0.00 0.00 0.46 0.36 0.11 -0.50
3 .3 0.00 | 0.00 0.00 0.00 | 0.29 0.00 0.16 0.05 +0.40
3 4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 +0.00
3 5 0.60 1.36 0.58 0.00 0.00 0.00 1.06 0.28 +0.59
3 6 0.00 4.84 0.11 0.36 1.36 0.60 3.98 0.00 -0.34
3 7 0.00 3.37 0.05 0.16 4.84 0.00 0.21 1.23 +0.35
3 3 0.00 1.13 0.00 0.00 3.37 0.00 0.00 2.20 +0.05
R# | C# | Fl+ F1- F2+ F2- F3+ F3- F4+ F4- SUM
4 1 0.00 7.58 1.23 0.21 14.05 0.00 0.00 7.37 +0.12
4 2 0.43 1.92 2.19 0.00 7.58 0.00 0.00 8.47 -0.20
4 3 1.18 0.55 7.37 0.00 6.58 0.00 0.00 | 14.28 +0.29
4 4 1.08 0.00 8.47 0.00 0.55 1.18 0.00 | 10.63 -1.70
4 5 8.04 0.00 14.28 0.00 0.00 10.95 0.00 | 10.93 +0.44
4 6 1.52 0.00 10.63 0.00 0.00 8.04 0.00 1.97 +2.15
4 7 1.71 0.00 | 10.93 | 0.00 0.00 | 11.69 0.00 0.88 +0.08
4 8 0.00 0.00 1.97 0.00 0.00. 1.70 0.00 0.00 +0.27
R# | C# | Fl1+ F1- F2+ F2- F3+ F3- Fd4+ F4- SUM
5 1 0.00 0.00 0.00 0.00 0.98 0.00 0.00 1.44 -0.46
5. 2 0.00 0.00 1.66 0.00 1.92 0.43 0.00 3.18 -0.02
5 3 0.00 0.00 3.18 0.00 0.00 1.08 0.00 0.15 +1.95




APPENDIX FLOWSWNF

R# | C# | Fl+ | F1- | F2+ | F2- | F3+ | F3- | F4+ | F4- SUM
6 1 0.00 | 1.39 | 0.00 | 000 | 0.16 | 0.21 | 0.00 | 10.24 | -11.68
6 2 0.00 | 3.19 | 0.00 | 0.00 | 1.39 { 0.00 | 0.00 | 10.42 | -12.23
6 3 0.00 | 473 | 0.00 | 000 | 319 | 0.00 | 0.00 | 9.38 | -10.92
6 4 000 | 159 | 0.00!| 000 | 473 | 0.00 | 000 | 6.51 -3.36
6 5 000 | 138 | 1024 { 000 | 000 | 1.17 | 0.00 | 7.68 | +0.01
6 6 0.00 | 5.03 | 1042 | 0.00 | 1.38 | 0.00 | 0.00 | 7.08 -0.30
6 7 0.00 | 998 | 9.38 | 000 | 503 | 0.00 | 0.00 | 5.80 -1.37
6 8 0.00 | 12.96 | 6.51 | 000 | 998 | 0.00 | 0.00 | 3.29 | +0.24
6 9 0.00 | 064 | 7.68 | 0.00 | 0.00 1.51 | 0.00 | 5.35 -0.02
6 10 0.00 | 361 | 7.08 | 000 | 0.64 | 0.00 | 0.00 | 4.24 -0.13
6 11 000 | 737 | 580 | 000 | 3.61 | 0.00 | 0.00 1.95 | +0.09
6 12 0.00 | 12.11 | 3.29 | 000 | 7.37 | 0.00 | 1.80 | 0.03 | +0.33
6 13 0.58 | 0.00 | 5.55 | 0.00 | 0.00 1.96 | 0.00 | 4.33 -0.16
6 14 000 | 126 | 425 | 000 | 000 | 0.58 | 0.00 | 2.58 -0.17
6 15 0.00 | 3.69 1.95 | 0.00 | 1.26 | 0.00 | 0.73 | '0.24 | +0.01
6 16 000 | 739 | 0.03 | 1.8 | 3.69 | 0.00 | 5.21 | 0.00 -0.26
6 17 2.21 | 000 | 433 | 0.00 | 000 | 2.75 | 0.00 | 3.48 | +0.31
6 18 1.31 | 000 | 258 | 000 | 000 | 220 | 000 | 1.44 | +0.25
6 19 0.62 | 0.28 | 024 | 072 | 000 | 1.31 | 1.26 | 0.00 -0.19
6 20 0.71 | .0.92 | 000 | 521 | 028 | 0.62 | 573 | 0.00 -0.03
6 21 436 | 0.00 | 3.48 | 0.00 | 0.00 | 3.94 | 000 | 3.88 | +0.02
6 22 4.73 | 0.00 1.44 | 0.00 | 0.00 | 4.36 | 0.00 1.71 | +0.10
6 23 4.85 | 000 | 0.00 | 1.33 | 000 | 473 | 1.75 | 0.00 | +0.54
6 24 | 10.89 | 000 | 000 | 573 | 0.00 | 4.84 | 040 | 1.17 -0.45
6 25 6.50 | 0.00 | .3.87 | 000 | 000 | 4.85 | 0.00 | 5.46 | +0.06
6 26 9.16 | 0.00 | 1.78 | 0.00 | 0.00 | 6.49 | 0.00 | 4.78 -0.33
6 27 (1672 | 0.00 | 000 | 1.74 | 0.00 | 9.17 | 000 | 4.10 | +1.72

6 28 | 2208 | 0.00 | 1.15 | 0.40 | 0.00 | 16.72 | 0.00 | 8.22 -2.11
6 29 549 | 000 | 546 | 000 | 0.00 | 3.7t | 000 | 0.00 | +7.23

6 | 30 6.65 | 0.00 | 4.78 | 0.00 | 0.00 { 4.47 | 0.00 | 0.00 | +6.96
6 31 | 10.00 | 000 | 4.10 | 000 | 0.00 | 6.64 | 0.00 | 0.00 | +7.45
6 32 0.00 | 0.00 | 9.51 | 0.00 | 0.00 | 10.00 { 0.00 | 0.00 -0.49




APPENDIX FLOWSENF .

R# | C# | F1+ F1- F2+ F2- F3+ F3- Fd4+ F4- SUM
1 1 19.64 0.00 0.00 | 14.69 0.00 8.55 1.23 0.00 +0.63
1 2 24.32 0.00 1.87 3.68 0.00 | 19.64 0.81 1.49 +2.19
1 -3 15.81 0.00 | 26.15 0.00 0.00 | 24.32 0.00 | 15.04 +2.60
1 4 0.00 0.30 | 25.34 0.00 0.00 | 15.81 0.00 | 12.79 -3.55
1 ) 25.77 0.00 0.00 4.23 0.00 | 12.91 0.07 7.45 +1.25
1 6 20.62 0.00 1.49 0.81 0.00 | 25.77 6.51 0.00 +2.05
1 7 7.19 0.00 | 15.04 0.00 0.00 | 20.62 0.06 4.12 -2.46
1 8 0.87 0.06 | 12.79 0.00 0.00 7.19 0.00 4.64 +1.76
1 9 6.62 2.77 7.44 0.07 0.00 7.79 0.00 1.86 +1.56
1 10 9.73 0.00 0.00 6.51 2.77 6.62 1.08 1.22 -0.77
1 11 4.25 0.00 4.12 0.06 0.00 9.73 1.80 0.00 +0.37
1 12 0.44 0.04 4.64 0.00 0.00 4.25 0.00 0.96 -0.17
1 13 0.00 2.27 1.86 0.00 0.00 0.00 0.00 0.00 -0.40
1 14 0.08 1.29 1.22 1.08 2.27 0.00 0.00 0.00 +1.18
1 15 0.94 0.00 0.00 1.80 1.29 0.08 0.00 '0.00 +0.35
1 16 0.00 0.00 0.96 0.00 0.00 0.94 0.00 0.00 +0.02
R# | C# | Fl+ F1- F2+ F2- F3+ F3- F44 F4- SUM
2 1 0.00 1.01 0.00 0.00 2.87 0.00 8.62 0.00 { +10.48
2 2 0.00 | 27.16 0.00 0.00 1.01 0.00 | 21.61 0.00 -4.55
2 3 0.00 | 28.35 0.00 6.53 | 27.16 0.00 9.32 0.00 +1.60
2 4 0.00 | 17.37 0.06 4.49 | 28.35 0.00 0.00 8.07 -1.52
2 ) 0.00 | 27.84 0.00 8.62 | 19.96 0.00 | 16.87 0.00 +0.37
2 6 0.00 | 41.65 0.00 | 21.61 | 27.84 0.00 | 23.42 0.00 -12.00
2 7 0.00 | 22.01 0.00 9.32 | 41.65 0.00 0.80 | 11.98 -0.86
2 8 1.69 | 3.33 | 8.07 0.00 | 22.01 0.00 0.00 | 26.12 +2.32
2 9 0.00 | 11.98 0.00 | 16.87 | 10.34 0.00 | 17.49 0.00 -1.02
2 10 9.20 0.71 0.00 | 23.42 | 11.99 0.00 | 10.36 0.15 +7.27
2 11 16.31 0.00 | 11.97 0.80 0.71 9.20 0.00 | 18.62 +0.38
-2 12 18.53 0.00 | 26.12 0.00 0.00 | 16.32 0.00 | 26.81 +1.52
2 13 1.34 2.59 0.00 | 17.49 1.00 1.53 | 14.69 0.00 -1.57
2 14 7.72 0.00 0.15 | 10.36 2.50 1.34 3.68 1.87 +0.47
2 15 14.56 0.00 | 18.62 0.00 0.00 7.71 0.00 | 26.15 -0.68
2 16 10.32 0.00 ; 26.81 0.00 0.00 | 14.56 0.00 | 22.83 -(0.27




APPENDIX FLOWSENF .

[$]

R# | C# | F1+ | F1- | Fo+ | F2- | F3+ | F3- | Fa+ | Fa- | SUM |
3 1 | 000 | 1.14 | 000 | 000 | 000 | 000 | 1.22 | 000 | +0.07
3 2 0.00 2.71 0.00 0.00 1.14 0.00 1.37 0.10 -0.30
3 | 3 [ 000] 000 000 000 27t 000 | 000 | 146 | +1.26
3 4 | 000 | 000 000 000 ] 0.0 ] 000 000 000 +0.00
3 5 | 000 | 833 | 000 | 122 ] 000 | 000 | 653 | 000 | -3.07
3 6 | 000 | 1231 | 010 | 1.37 | 838 | 0.00 | 448 | 0.06 | -0.78
3 7 | 000 | 711 | 146 | 000 | 12.31 | 0.00 | 0.00 | 5.64 | +1.02
3 8 | 000 194 | 000 000 ] 7.11 ] 000 | 000 [ 559 | -0.43

R# | C# | F1+ F1- F2+ F2- F3+ F3- F4+ F4- SUM
4 1 | 000 | 731 | 564 | 000 | 17.36 | 0.00 | 0.00 | 15.34 | +0.35
4 2 | 081 | 176 | 558 | 000 | 7.31 | 0.00 | 000 | 11.24 | +0.71
4 3 | 411 | 000 | 1534 | 0.00 | 333 | 1.69 | 0.00 | 2035 | +0.74
4 4 | 125 | 000 | 11.24 | 000 | 0.00 | 411 | 000 | 1045 | -2.07
4 5 | 837 | 000 | 2035 | 0.00 | 0.00 | 1858 | 0.00 | 1045 | -0.30
4 6 | 134 | 000 | 1045 | 000 | 000 | 837 | 000 | 130 | +2.13
4 7 | 1.09 | 000 | 1045 | 000 | 000 | 1032 | 000 | 046 | +0.77
4 8 | 000 000 130 000 | 000 | 1.00 | 000 | 000 | +021

R# | C# | F1+ F1- F2+ F2- F3+ F3- F4+ F4- SUM
5 | 1 | 000 | 000/ 000/ 000 161 | 000 0.00 | 251 | -0.89
5.1 2 | 000 | 000 | 2.80 | 000 | 176 | 081 | 000 | 3.37 | +0.37
5 3 | 000 | 000 337 | 000 000 | 1.25 | 000 013 ] +1.99




APPENDIX FLOWSENF .

R# | C# | Fl+ F1- F2+ F2- F3+ F3- Fi+ F4- SUM
6 1 0.00 1.65 0.00 0.00 0.28 0.09 0.00 8.05 -9.52
6 2 0.00 3.50 0.00 0.00 1.65 0.00 0.00 8.02 -9.87
6 3 0.00 5.71 0.00 0.00 3.50 0.00 0.00 6.74 -8.95
6 4 0.00 2.87 0.00 0.00 5.71 0.00 1.26 2.24 +1.87
6 3 0.00 1.55 8.05 0.00 0.00 0.78 0.00 5.73 -0.00
6 6 0.Q0 5.17 8.02 0.00 1.53 0.00 0.00 4.71 -0.31
6 7 0.00 | 11.06 6.74 0.00 9.17 0.00 0.00 2.56 -1.72
6 8 0.00 | 19.96 2.24 1.26 | 11.06 0.00 2.24 0.04 -5.72
6 9 0.00 0.57 5.74 0.00 0.00 1.17 0.00 4.03 -0.03
6 10 0.00 3.01 4.71 0.00 0.57 0.00 0.00 2.46 -0.19
6 11 0.00 6.04 2.56 0.00 3.01 0.00 0.84 0.23 +0.15
6 12 0.00 | 10.34 0.04 2.24 6.04 0.00 6.90 0.00 +0.39
6 13 0.81 0.00 4.03 0.00 0.00 1.67 0.00 3.28 -0.11
6 14 0.37 0.36 2.47 0.00 0.00 0.81 0.00 1.76 -0.10
6 15 0.56 0.99 0.23 0.84 0.36 0.37 1.09 0.05 -0.02
6 16 1.53 1.00 0.00 6.90 0.99 0.56 6.14 0.00 +0.20
6 17 2.21 0.00 3.28 0.00 0.00 2.40 0.00 2.87 +0.23
6 18 2.27 0.00 1.76 0.00 0.00 2.21 0.00 1.63 +0.19
6 19 4.01 0.00 0.05 1.08 0.00 2.27 0.01 0.45 +0.27
6 20 8.55 -0.00 0.00 6.14 0.00 4.01 1.58 0.00 -0.02
6 21 3.72 0.00 2.87 0.00 0.00 3.33 0.00 3.25 +0.00
6 22 4.02 0.00 1.63 0.00 0.00 3.72 0.00 2.01 -0.08
6 23 431 0.00 0.44 0.02 0.00 4.01 0.00 0.60 +0.11
6 24 13.51 0.00 0.00 1.57 0.00 4.32 0.00 8.90 -1.28
6 25 5.33 0.00 3.25 0.00 0.00 4.07 0.00 4.47 +0.05
6 26 6.73 | 0.00 1.99 0.00 0.00 5.33 0.00 3.71 -0.33
6 27 10.54 0.00 0.57 0.01 0.00 6.73 0.00 2.66 +1.71

6 28 7.79 0.00 8.89 0.00 0.00 | 10.54 0.00 8.12 -1.97
6 29 4.61 0.00 4.47 0.00 0.00 3.13 0.00 0.00 +5.94

6 30 5.76 0.00 3.71 0.00 0.00 3.76 0.00 0.00 +5.72
6 31 9.51 0.00 2.66 0.00 0.00 2.76 0.00 0.00 +6.41
6 32 0.00 0.00 9.61 0.00 0.00 9.51 0.00 0.00 +0.11




This the TivSE

data set T sont
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- APPENDIX FLOWSW

R# | C# | F1+ F1- F2+ F2- F3+ F3- F4+ F4- SUM
1 1 2.56 0.40 0.00 | 10.10 0.97 0.08 7.76 0.00 +0.71
1 2 2.80 0.00 0.61 3.27 0.40 2.56 4.18 0.00 +2.15
1 3 1.70 3.47 | 15.77 0.00 0.00 2.80 0.00 | 14.49 -3.29
1 4 0.00 0.30 | 17.23 0.00 3.47 1.70 0.00 | 16.87 +1.83
1 ) 12.32 0.00 0.00 7.76 0.00 5.12 0.88 0.33 -0.00
1 6 16.11 0.00 0.00 4.18 0.00 | 12.32 2.58 0.97 +1.23
1 7 9.82 0.00 | 14.49 0.00 0.00 | 16.11 0.00 9.35 -1.15
1 8 0.62 0.07 | 16.87 0.00 0.00 9.82 0.00 6.47 +1.15
1 9 12.72 0.00 0.32 0.88 0.00 | 12.80 0.85 0.00 +0.22
1 10 13.70 | 0.00 0.97 2.58 0.00 | 12.72 1.02 0.30 +0.08
1 11 5.47 0.00 9.35 0.00 0.00 | 13.70 0.11 1.14 +0.09
1 12 0.48 0.03 6.47 0.00 0.00 5.47 0.00 1.88 -0.44
1 13 1.12 0.00 0.00 0.85 0.00 0.00 0.00 0.00 +0.27
1 14 2.99 0.00 0.30 1.02 0.00 1.12 0.00 0.00 +1.15
1 15 1.94 0.00 1.14 0.11 0.00 2.99 0.00 0.00 -0.01
1 16 0.00 0.00 1.88 0.00 0.00 1.94 0.00 0.00 -0.06

R# | C# | F1+ F1- F2+ F2- F3+ | F3- F4+ F4- SUM
2 1 0.00 0.09 0.00 0.00 0.73 0.00 0.00 1.25 -0.62
2 2 0.00 3.51 0.00 0.00 0.09 0.00 4.87 0.00 +1.45
2 -3 0.00 9.08 0.13 0.70 3.51 0.00 6.59 0.00 +0.45
2 4 0.00 8.69 0.00 2.46 9.08 0.00 1.82 | 0.57 -0.81
2 5 0.00 9.14 1.25 0.00 6.20 0.00 0.78 0.00 -0.90
2 6 0.00 | 13.27 0.00 4.87 9.14 0.00 8.65 0.00 -0.36
2 7 0.00 | 14.88 0.00 6.59 | 13.27 0.00 5.74 0.35 -2.80
2 8 0.00 | -3.96 0.57 1.82 | 14.88 0.00 0.00 8.71 +0.96
2 9 0.00 | 12.04 0.00 0.78 6.36 0.00 5.50 0.00 -0.96
2 10 0.00 | 10.34 0.00 8.65 | 12.04 0.00 8.10 0.00 +1.15
2 11 1.86 1.99 0.35 5.74 | 10.34 0.00 0.24 7.04 -1.98
2 12 '6.83 0.00 8.71 0.00 1.99 1.86 0.00 | 14.08 +1.58
2 13 0.00 9.21 0.00 5.50 4.51 0.00 { 10.10 0.00 -0.10
2 14 0.00 4.31 0.00 8.10 9.12 0.00 3.27 0.61 -0.62
2 15 5.37 0.00 7.04 0.24 4.32 0.00 0.00 | 15.77 +0.71
2 16 7.16 0.00 | 14.08 0.00 0.00 5.37 0.00 | 15.14 +0.73




APPENDIX FLOWSW

[

R# | C# | Fi1+ F1- F2+ F2- F3+ F3- F4+ F4- SUM
3 1 0.26 0.00 0.00 0.00 0.00 0.00 0.00 0.33 -0.07
3 2 0.00 0.22 0.00 0.00 0.00 0.26 0.22 0.05 -0.31
3 .3 0.00 0.00 0.00 0.00 0.22 0.00 0.08 0.04 +0.26
3 4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 +0.00
3 5 0.33 | 0.92 | 0.33 | 0.00 | 0.00 0.00 0.70 | 0.13 +0.30
3 6 0.00 3.10 0.05 0.22 0.92 0.33 2.45 0.00 -0.22
3 7 0.00 2.13 0.04 0.08 3.10 0.00 0.12 0.82 +0.22
3 8 0.00 0.71 0.00 0.00 2.13 0.00 0.00 1.41 +0.02

R# | C# | F1+ F1- F2+ F2- F3+ F3- F4+ F4- SUM
4 1 0.00 4.65 0.82 0.12 8.69 0.00 0.00 4.66 +0.07
4 2 0.27 1.18 1.40 0.00 4.65 0.00 0.00 5.25 -0.11
4 3 0.76 0.32 4.66 0.00 3.96 0.00 0.00 8.88 +0.19
4 4 0.67 0.00 5.25 0.00 0.32 0.76 0.00 6.53 -1.05
4 5 4.95 0.00 8.88 0.00 0.00 6.85 0.00 6.71 +0.26
4 6 093 | 0.00 | 6.53 0.00 | 0.00 4.95 0.00 1.20 +1.32
4 7 1.04 0.00 6.71 0.00 0.00 7.16 0.00 0.53 +0.06
4 8 0.00 0.00 1.20 0.00 0.00 .| 1.04 0.00 0.00 +0.16

R# | C# | F1+ Fl1- F2+ F2- F3+ F3- F4+ F4- SUM
5 1 0.00 | 0.00 | 0.00 { 0.00 | 0.61 0.00 | 0.00 | 0.90 -0.29
5. 2 0.00 0.00 1.04 0.00 1.18 0.27 0.00 1.96 -0.01
5 3 0.00 0.00 1.96 0.00 0.00 0.67 0.00 0.09 +1.20




APPENDIX FLOWSW

C# | Fl1+ F1- F2+ F2- F3+ F3- Fd+ F4- SUM

o)
H

1 0.00 | 0.52 0.00 | 0.00 0.31 0.00 1.54 0.00 +1.34

2 0.00 0.91 0.00 0.00 0.52 0.00 0.76 0.00 +0.37
3 0.00 1.78 0.00 0.00 0.91 0.00 0.01 0.36 -1.21
4 0.00 0.73 0.00 0.00 1.78 0.00 0.00 1.08 -0.04
5 0.00 1.03 0.00 1.54 0.78 0.00 1.85 0.00 +0.06
6 0.00 1.89 0.00 0.76 1.03 0.00 1.59 0.00 -0.03
7 0.00 3.95 0.36 0.01 1.89 0.00 1.21 0.00 -0.50
8 0.00 6.20 1.08 0.00 3.95 0.00 1.04 0.00 -0.13
9 0.00 1.26 0.00 1.87 0.94 0.00 2.15 0.00 -0.03

10 0.00 2.10 0.00 1.59 1.26 0.00 2.36 0.00 -0.07

11 0.00 3.68 0.00 1.21 2.10 0.00 2.84 0.00 +0.04

12 0.00 6.36 | 0.00 1.04 3.68 0.00 4.02 | 0.00 +0.29

13 0.00 1.10 0.00 2.15 0.91 0.00 2.31 0.00 -0.04

14 0.00 1.61 0.00 2.35 1.10 0.00 2.82 0.00 -0.04

15 0.00 2.59 0.00 2.84 1.61 0.00 3.83 0.00 +0.01

16 0.00 4.51 0.00 4.02 2.59 0.00 5.80 0.00 -0.14

17 0.00 0.66 0.00 2.31 0.63 0.00 2.40 | 0.00 +0.06

18 0.00 { 0.85 { 0.00 | 2.82 0.67 [ 0.00 { 3.07 { 0.00 +0.07

19 0.00 1.07 0.00 3.82 0.85 0.00 4.00 0.00 -0.05

20 0.08 | -0.97 0.00 5.80 1.07 0.00 5.73 0.00 +0.10

21 0.08 0.08 | 0.00 | 2.40 0.27 0.00 2.12 0.00 -0.01

22 0.38 0.03 0.00 3.07 0.08 0.08 2.78 0.00 +0.06

23 0.76 0.04 0.00 4.03 0.03 0.38 3.92 0.00 +0.26

24 5.22 0.00 0.00 5.73 0.04 0.76 1.21 0.17 -0.19

25 0.49 | 0.00 0.00 2.12 0.02 0.01 1.67 0.00 +0.04

26 1.81 | 0.00 0.00 2.72 0.00 0.49 1.07 0.00 -0.33

27 8.05 0.00 0.00 3.90 0.00 1.81 0.02 1.24 +1.11

28 12.80 0.00 0.16 1.21 0.00 8.05 0.00 4.92 -1.23

29 | 0.26 0.00 0.00 1.67 0.00 0.01 0.00 0.00 -1.41

30 1.23 0.00 | 0.00 1.07 0.00 0.22 0.00 | 0.00 -0.06

31 5.26 0.00 1.24 0.02 0.00 1.22 0.00 0.00 +5.26

Oﬁ050505030303050309090503030909030505050503030303050505050307@

32 0.00 0.00 5.72 0.00 0.00 5.26 0.00 | 0.00 +0.46



Fivst Data Set

sE 1
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R# | C# F1+ F1- F2+ F2- F3+ F3- Fi+ F'4- SUM |
1 1 22.37 0.00 0.00 29.83 0.00 6.57 15.57 0.00 +1.55
1 2 28.42 0.00 2.35 8.79 0.00 | 22.37 5.74 0.42 +4.92
1 3 14.26 0.00 | 45.69 0.00 0.00 | 28.41 0.00 | 32.86 -1.32
1 4 0.00 0.68 47.09 0.00 0.00 14.26 0.00 | 33.60 -1.44
1 S 40.58 0.00 0.00 15.57 0.00 17.53 0.65 7.00 +1.13
1 6 40.64 0.00 0.42 5.74 0.00 40.58 3.18 0.35 +3.57
1 7 19.29 0.00 | 32.85 0.00 0.00 | 40.64 0.00 15.47 -3.97
1 8 1.65 0.14 33.60 0.00 0.00 19.29 0.00 12.61 +3.21
1 9 19.16 0.06 6.98 0.65 0.00 | 22.78 0.00 0.92 +1.73
1 10 26.60 0.00 0.35 9.18 0.06 19.16 2.20 1.48 -0.59
1 11 11.00 0.00 15.47 0.00 0.00 26.60 1.31 0.68 +0.50
1 12 1.03 0.08 12.61 0.00 0.00 11.00 0.00 3.27 -0.70
1 13 0.00 1.01 0.92 0.00 0.00 0.00 0.00 0.00 -0.09
1 14 2.40 0.07 1.48 2.20 1.01 0.00 0.00 0.00 +2.62
1 15 3.31 0.00 0.68 1.31 0.07 2.40 0.00 ~0.00 +0.35
1 16 0.00 0.00 3.27 0.00 0.00 3.31 0.00 0.00 -0.04

R# | C# F1+ F1- F2+ F2- | F3+ F3- F4+ F4- SUM
2 1 0.00 1.14 0.00 0.00 3.50 0.00 8.66 0.00 +11.02
2 2 0.00 | 32.48 0.00 0.00 1.14 0.00 | 28.51 0.00 -2.84
2 -3 0.00 | 40.42 0.00 7.48 32.48 0.00 17.62 0.00 +2.20
2 4 0.00 28.52 0.00 7.56 40.42 0.00 0.81 7.71 -2.56
2 S 0.00 | 38.68 0.00 8.66 25.67 0.00 | 20.60 0.00 -1.07
2 6 0.00 | 59.12 0.00 28.51 38.68 0.00 | 35.73 0.00 -13.22
2 7 0;00 40.79 0.00 17.62 59.12 0.00 4.39 9.35 -4.26
2 8 1.23 |- 7.70 7.71 0.81 40.79 0.00 0.00 | 37.64 +3.57
2 9 0.00 | 26.15 0.00 20.60 16.98 0.00 | 27.28 0.00 -2.49
2 10 2.07 5.33 0.00 35.73 26.16 0.00 | 21.67 0.00 +8.84
2 11 17.82 0.95 9.33 4.39 5.33 2.07 0.00 27.00 -1.93

-2 12 27.50 0.00 | 37.64 0.00 0.95 17.83 0.00 | 44.74 +3.53
2 13 0.17 12.60 0.00 27.28 5.16 0.15 29.33 0.00 -4.88
2 14 3.95 0.80 0.00 21.67 12.39 0.17 8.79 2.35 -0.25
2 15 21.56 0.00 27.00 0.00 0.80 3.53 0.00 | 45.69 +0.14
2 16 19.35 0.00 44.74 0.00 0.00 21.56 0.00 41.94 +0.59




APPENDIX FLOWSS

R# | C# | F1+ F1- F2+ F2- F3+ F3- F4+ F4- SUM
3 1 0.00 0.88 0.00 0.00 0.00 0.00 0.87 0.00 -0.01
3 2 0.00 3.08 0.00 0.00 0.88 0.00 1.55 0.02 -0.68
3 3 0.00 0.00 0.00 0.00 3.08 0.00 0.00 1.47 +1.62
3 4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 +0.00
3 S 0.00 9.44 0.00 0.87 0.00 0.00 7.48 0.00 -2.82
3 6 0.00 | 16.53 0.02 1.55 9.44 0.00 7.55 0.00 -1.07
3 7 0.00 9.96 1.47 0.00 16.53 0.00 0.00 6.71 +1.33
3 8 0.00 2.87 0.00 0.00 9.96 0.00 0.00 7.51 -0.42
R# | C# | F1+ Fl1- F2+ F2- F3+ F3- F4+ F4- SUM
4 1 0.00 |} 13.20 6.71 0.00 | 28.52 0.00 0.00 | 21.57 +0.45
4 2 1.17 3.25 7.50 0.00 | 13.20 0.00 0.00 | 18.01 +0.61
4 3 4.91 0.10 | 21.57 0.00 7.70 1.23 0.00 | 31.85 +0.99
4 4 2.11 0.00 | 18.01 0.00 0.10 4.91 0.00 | 18.74 -3.42
4 3 14.66 0.00 | 31.85 0.00 0.00 | 27.57 0.00 | 18.94 -0.00
4 6 2.52 0.00 | 18.74 0.00 0.00 | 14.66 0.00 2.80 +3.80
4 7 2.39 0.00 | 18.94 0.00 0.00 | 19.35 0.00 1.12 +0.87
4 8 0.00 0.00 2.80 0.00 0.00 2.38 0.00 0.00 +0.42
R# | C# | F1+ F1- F2+ F2- F3+ F3- F4+ F4- SUM
5 1 0.00 { 0.00 0.00 0.00 2.42 0.00 0.00 3.70 -1.28
3- 2 0.00 0.00 4.17 0.00 3.25 1.17 0.00 5.87 +0.38
5 3 0.00 0.00 5.87 0.00 0.00 2.11 0.00 0.24 +3.51



APPENDIX FLOWSS

C# | Fl+ F1- F2+ F2- F3+ F3- F4+ F4- SUM

&
H

0.00 1.55 0.00 0.00 0.89 0.00 4.84 0.00 +4.18

—

2 0.00 2.96 0.00 0.00 1.55 0.00 2.73 0.00 +1.31
3 0.00 6.43 0.00 0.00 2.96 0.00 0.19 0.45 -3.73
4 0.00 3.50 0.00 0.00 6.43 0.00 1.87 0.61 +4.19
5 0.00 2.82 0.00 4.84 2.17 0.00 5.66 0.00 +0.17
6 0.00 5.54 0.00 2.73 2.82 0.00 5.35 0.00 | . -0.10
7 0.00 | 13.04 0.45 0.19 5.54 0.00 5.21 0.00 -2.03
8 0.00 | 25.67 0.61 1.87 | 13.04 0.00 7.49 0.00 -6.41
9 0.00 3.17 0.00 5.69 2.51 0.00 6.26 0.00 -0.09
10 0.00 5.31 0.00 5.35 3.17 0.00 7.20 0.00 -0.29

11 0.00 9.44 0.00 5.21 5.31 0.00 9.57 0.00 +0.24
12 0.00 | 16.98 0.00 7.49 9.44 0.00 | 15.88 0.00 +0.86
13 0.00 2.46 0.00 6.26 2.32 0.00 6.34 0.00 -0.07
14 0.00 3.04 0.00 7.19 2.46 0.00 7.70 0.00 -0.07
15 0.00 4.04 0.00 9.57 3.04 0.00 { 10.56 | 0.00 -0.00

0.15 5.15 0.00 | 15.88 4.04 0.00 | 16.90 0.00 +0.06

0.00 1.33 0.00 6.34 1.52 0.00 6.27 0.00 +0.12
0.02 1.00 0.00 7.70 1.33 0.00 7.52 0.00 +0.17

—
LN

—
[0.9]

1.08 0.05 0.00 | 10.55 1.00 0.02 8.84 0.00 +0.30

—
C=]

20 6.57 | -0.00 0.00 | 16.91 0.05 1.08 | 11.64 0.00 +0.27
21 0.18 | 0.10 0.00 | 6.27 | 0.66 0.00 5.50 | 0.00 -0.03
22 1.01 0.00 0.00 752 | 0.10 | 0.18 6.58 0.00 -0.02
23 2.22 | 0.00 0.00 8.88 | 0.00 1.00 | 7.99 0.00 +0.34
24 | 18.26 | 0.00 0.00 | 11.63 | 0.00 2.24 0.58 6.37 -1.41
25 1.12 [ 0.00 | 000 | 550 | 0.06 0.02 4.43 0.00 +0.09
26 3.71 | 0.00 0.00 6.50 0.00 1.13 3.00 0.00 -0.91
27 | 1762 | 0.00 0.00 8.00 { 0.00 | 3.72 0.12 2.85 +3.16
28 | 22.78 0.00 6.35 0.58 | 0.00 | 17.62 0.00 | 14.38 -3.45
29 | 063 | 0.00 0.00 443 | 0.01 0.03 0.00 | 0.00 -3.82
30 3.28 | 0.00 0.00 | 3.01 0.00 | 0.52 0.00 | 0.00 -0.25

14.98 0.00 2.85 0.12 0.00 3.27 0.00 0.00 | +14.44

[9%]
—

—
[«2}

W
N

0.00 0.00 | 16.91 0.00 0.00 | 14.98 0.00 0.00 +1.93



Symbol Definition Units Value
i Length of Lake ft 132000.0000
hy Thickness of Epilimnion ft 30.0000
ko Thickness of Hypolimnion ft 200.0000
p Density Lo 62.4000
[t3
Ap Density Difference f; .1248
by Depth of Thermocline ft 40.0000
w Wind Velocity mph 5
¢ Gravity il 32.2000
sec?
Co Constant 1.0< ¢y < 1.5 nd 1.2500
¥ Slope Eq. 5.2 ;% .0000837
c Celerity (Wave Speed) Eq. 5.3 pii 1.2961
sec
U Velocity, Epilimnion Eq. 5.1 Lt 2386
sec
Uzmax Velocity, Hypolimnion Eq. 5.2 —sﬁ -.0358
ec
T Period = 2 sec 203680.4
T Period hr 56.5779
T Period days 2.3574

Table 5.1 Computation of Lake Champlain Maztmum Flow and

Fundamental Period - Two Layer System




Symbol Definition Units Value
l Length of Lake ft 132000.0000
hy Thickness of Epilimnion ft 60.0000
hy Thickness of Hypolimnion ft 200.0000
o Density i 62.4000
£t
Ap Density Difference TIZ’; .1248
ke Depth of Thermocline ft 80.0000
w Wind Velocity mph 5
g Gravity L 32.2000
sec?
Co Constant 1.0< C, < 1.5 nd 1.2500
s Slope Eq. 5.2 il .0000418
secC
c Celerity (Wave Speed) Eq. 5.3 ;ﬁi— 1.7240
Uimax Velocity, Epilimnion Eq. 5.1 -seLi- .0793
Usena Velocity, Hypolimnion Eq. 5.2 Sle-Z- -.0238
T Period = 2—(% sec 153128.9
T Period hr 42.5358
T Period days 1.7723

Table 5.1 Computation of Lake Champlain Mazimum Flow and

Fundamental Period - Two Layer System




Symbol Definition Units Value

l Length of Lake ft 132000.0000

hy Thickness of Epilimnion ft 40.0000

ho Thickness of Hypolimnion ft 200.0000

0 Density A 62.4000
ft3

Ap Density Difference —!_% .1248

he - Depth of Thermocline ft 50.0000

w Wind Velocity mph 5

g Gravity L 32.2000
sec?

Co Constant 1.0< Co < 1.5 nd 1.2500

s Slope Eq. 5.2 li— .0000669
Se

c Celerity (Wave Speed) Eq. 5.3 -Sﬁ— 1.4650

Uimax Velocity, Epilimnion Eq. 5.1 -sii— .1618
[

Usmax Velocity, Hypolimnion Eq. 5.2 -% -.0324
Se

T Period = 2—é, , sec 180186.0000

T Period hr 50.0500

T Period days 2.0850

Table 5.1 Computation of Lake Champlain Mazimum Flow and

Fundamental Period - Two Layer System




